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Label-Aware Causal Feature Selection
Zhaolong Ling , Jingxuan Wu , Yiwen Zhang , Peng Zhou , Senior Member, IEEE, Xingyu Wu ,
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Abstract—Causal feature selection has recently received increas-
ing attention in machine learning and data mining, especially in
the era of Big Data. Existing causal feature selection algorithms
select unique causal features of the single class label as the optimal
feature subset. However, a single class label usually has multiple
classes, and it is unreasonable to select the same causal features for
different classes of a single class label. To address this problem, we
employ the class-specific mutual information to evaluate the causal
information carried by each class of the single class label, and the-
oretically analyze the unique relationship between each class and
the causal features. Based on this, a Label-aware Causal Feature
Selection algorithm (LaCFS) is proposed to identifies the causal
features for each class of the class label. Specifically, LaCFS uses
the pairwise comparisons of class-specific mutual information and
the size of class-specific mutual information values from the per-
spective of each class, and follows a divide-and-conquer framework
to find causal features. The correctness and application condition
of LaCFS are theoretically proved, and extensive experiments are
conducted to demonstrate the efficiency and superiority of LaCFS
compared to the state-of-the-art approaches.

Index Terms—Bayesian network, causal feature selection, class-
specific mutual information, Markov blanket.

I. INTRODUCTION

F EATURE selection is a critical step in high-dimensional
data analysis, which aims to identify features that are

essential for predictive models [1], [2]. However, traditional
feature selection methods ignore the potential causal relation-
ships between features and the class label, which can lead to
selection bias and spurious correlations [3]. To build more inter-
pretable and robust predictive models, causal feature selection
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has emerged, which aims to learn the Markov blanket (MB) of
the class label [4], [5], [6]. Under the faithfulness assumption, the
MB of a target variable in a Bayesian network (BN) consists of
its parents (direct causes), children (direct effects), and spouses
(other parents of these children) [7], [8]. The MB of a class
label indicates the local causal relationship between the class
label and the features in its MB [9], [10]. Furthermore, since
all other variables are probabilistically independent of the class
label conditioning on its MB, the MB of a class label is the
optimal feature subset for classification [11], [12].

In real-world applications, when the class label is as the cause,
its different values may correspond to different treatment options
or interventions, and understanding the information correspond-
ing to each class value can help identify the causal features
associated with it a particular treatment option [13]; when it
is as an effect, its different values may correspond to different
expected goals, and knowing the in-formation corresponding
to each class value can filter out the predicted features for
each expected goal [14], [15]. At the same time, considering
the information of a particular class further extends the inter-
pretability of causal feature selection, i.e., being able to interpret
features that have predictive power in the context of a particular
intervention or a particular goal [16], [17]. It should be clear that
the research discussion is not about multi-label feature selection.
Multi-label feature selection focuses on processing multiple
class labels at the same time, whereas this study only focuses
on different classes of the single class label. For example, in the
medical domain, multi-label causal feature selection addresses
multi-label datasets, allowing for feature selection across mul-
tiple class labels, such as “patient type” and “treatment plan”.
However, this study focuses on single-label datasets, exemplified
by datasets with only one class label, “disease status”, which
has two attribute values: “diseased” and “not diseased”. The
corresponding causal features are selected for the attribute values
of the single class label, “diseased” and “not diseased”. However,
existing algorithms [5], [18] use the MB of the class label as the
optimal feature subset for each class. Thus, it is an interesting
challenge to consider the causal features for each class of the
class label, and further provide an accurate classification of the
corresponding class.

To battle this challenge, we try to identify the causal features
of each class in a class label by introducing class-specific mutual
information. Class-specific mutual information focuses on a
specific class of a variable, and measures the relationship be-
tween it and other variables by considering the information
contained in this class [19], [20]. Meanwhile, owing to the
probabilistic correlation of class-specific mutual information,
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it can retain the features relevant to a specific class and remove
the redundant and irrelevant features [21], [22].

Thus, in this paper we propose a Label-aware Causal Feature
Selection algorithm, called LaCFS. LaCFS identifies the unique
relationships between each class in the class label and its causal
features by evaluating the class-specific mutual information.
Specifically, LaCFS instantiates this unique relationship in sev-
eral steps and follows the divide-and-conquer framework to
respectively learn the parent-child variables and spouse variables
of a specific class. In this way, LaCFS can retrieve most of the
specific MB variables for each class and take them as the optimal
feature subset, instead of selecting the MB for the entire class
label as existing causal feature selection algorithms perform. The
main contributions of this paper are summarised as follows:
� We formally analyze the characteristics of class-specific

mutual information relationships between each class and
its causal features, which inspires us to design a strategy
to distinguish causal and non-causal features.

� The proposed LaCFS algorithm learns the MB for each
class by measuring the class-specific mutual information,
achieving a more accurate manner. We prove the correct-
ness and application condition of LaCFS to facilitate the
theoretical guarantee.

� We conduct the experiments on five benchmark BNs and
eight real-world datasets to show that LaCFS has compa-
rable efficiency but achieves higher accuracy than the six
state-of-the-art causal feature selection algorithms.

The rest of the paper is organized as follows. Section II
reviews existing causal feature selection algorithms; Section III
introduces the basic definitions and notations; and Section IV
describes the class-specific mutual information available to iden-
tify the MB of each class in a class label. In Section V, we
discuss the results of the experiments and explain the associated
outcomes. Finally, Section VI concludes the paper.

II. RELATED WORK

Recently, many causal feature selection algorithms have been
proposed. Moreover, owing to the MB of a class label being
the optimal and minimal feature subset with maximum classi-
fication predictive property [11], [12], causal feature selection
methods based on the MB have received increasing attention
from researchers [18], [23], [24], [25].

Existing causal feature selection algorithms can be broadly
classified into two categories: simultaneous and divide-and-
conquer algorithms [18]. The simultaneous algorithms use
the currently selected Markov blanket as the condition set
for the conditional independence test. Koller et al. [4] proposed
the KS algorithm, finding the Markov blanket by minimizing
the cross-entropy loss, but without theoretical guarantees of the
soundness of the algorithm. GS [26] was the first sound algo-
rithm, and its framework with a growth phase and a contraction
phase has become the basic strategy for subsequent algorithms.
Tsamardinos et al. [27] proposed the IAMB algorithm, which
improves GS by reordering the variables in each iteration; later,
IAMB variants (e.g., inter-IAMB [27] and FBED [28]) were
successively proposed. These methods are efficient, but the

number of samples required is exponentially positively related
to the number of nodes in the Markov blanket, i.e., simultane-
ous Markov blanket learning methods can lead to performance
degradation when data samples are insufficient [29], [30].

To solve this problem, the divide-and-conquer algorithm is
proposed. It divides the Markov blanket learning process into
PC (parents and children) discovery and spouses discovery to
reduce the data sample requirement by reducing the set of
conditions. MMMB [31] and HITON-MB [32] were two early
algorithms that removed erroneous parent-child variables as
early as possible by intersecting the growth and contraction
phases in the PC discovery process and storing the separating
set of variables that are independent of the target variable, and
identifying the independent variables as spouses if they are
dependent on the target variable given the concatenation of the
separation set with the target variable’s children. PCMB [29]
and IPCMB [33] removed non-children variables that cannot be
removed by MMMB and HITON-MB by adding a double-check
policy. Gao et al. [34] discovered the coexistence property of
spouse and error parent-child variables and proposed a rela-
tively efficient algorithm, STMB. Wu et al. [35] theoretically
analyzed that the PCMasking phenomenon can interfere with the
identification of variables and proposed the CCMB algorithm to
improve the accuracy of Markov blanket learning. BAMB [36]
and EEMB [37] balanced learning efficiency and accuracy by
unifying PC and spouses discovery in one loop. Recently, a new
learning framework, CFS [38], was proposed, and CFS improved
the efficiency of Markov blanket discovery to some extent by
optimizing the order of spouse discovery.

In summary, existing causal feature selection algorithms op-
timize the efficiency and accuracy of MB discovery. However,
these algorithms unreasonable select the same causal features
for different classes. Thus, to avoid the unreasonableness of
these causal feature selection algorithms, this paper proposes
a label-aware causal feature selection algorithm that selects
the causal features of each class in the class label based on
class-specific mutual information.

III. DEFINITIONS AND NOTATIONS

In this section, we will describe basic definitions, theorems,
and the notations used in this paper. With regard to notation,
specifically, the capital letters (such as X, Y) denote random
variables, the lower-case letters (such as x, y) denote their values,
and the capital bold letters (such as U, S) represent the set
of variables. Specifically, let U denote the set of all (discrete
random) variables,C denote the class label,Ci represent the i-th
class of the class label, and X , etc. denote random variables.

A. Bayesian Networks

In the next, we present some basic concepts and theorems of
the BN network.

Definition 1 (D-separation) [39]: Given S⊆U \ {X, Y }, the
path π between X and Y is open if and only if (1) every collider
on π is in S or its descendant in S, and (2) no other non-colliders
on π are in S. Otherwise, the path π is blocked. If every path
between X and Y is blocked by S, X and Y are conditionally
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independent given S, and S is called the separating set of X and
Y .

Definition 1 can be used to determine whether two variables
are conditionally independent.

Theorem 1 [39]: In a faithful BN, given variables X , Y ∈
U, if there is an edge between X and Y , for ∀S ⊆ U \ {X, Y },
X �⊥⊥ Y |S.

Theorem 1 shows that given ∀S ⊆ U\{X,Y }, variable X
and variable Y (Y ∈ PCX ) are conditionally dependent. Here,
PCX denotes the parents and children of X , which are the
variables directly connected to X .

Theorem 2 [40]: In a faithful BN, for three variables X is
adjacent to Y , Y is adjacent to Z, and X is not adjacent to Z,
∃S ⊆ U\{X, Y, Z}, if X⊥⊥ Z|S and X �⊥⊥ Z|S ∪ Y , then Z
is a spouse of X .

Theorem 2 indicates that a variable is conditionally dependent
with its spouse given the common child.

B. Class-Specific Mutual Information

In the following, we introduce concepts related to class-
specific information measures.

Definition 2 [19]: The mutual information between the spe-
cific class Ci and the variable X is defined as follows, denoted
as I(Ci;X):

I(Ci;X) =
∑

x

p(ci, x) log
p(ci, x)

p(ci)p(x)
(1)

the mutual information between variables X and Y in the
context of the specific class Ci is defined as follows,denoted
as ICi

(X;Y ):

ICi
(X;Y ) =

∑

x

∑

y

p(ci, x, y) log
p(x, y)

p(x)p(y)
(2)

Eq. (1) measures the degree of correlation between the specific
class Ci and the variable X , and (2) measures the degree of
correlation between X and Y , in the case of the specific class
Ci.

Definition 3 [19]: Given the variable Y , the conditional
mutual information between the specific class Ci and X is
defined as follows, denoted I(Ci;X|Y ):

I(Ci;X|Y ) =
∑

x

∑

y

p(ci, x, y) log
p(ci, x|y)

p(ci|y)p(x|y) (3)

Definition 4 [41]: The three-way interaction information
between the specific class Ci and variables X , Y is defined
as follows, denoted as I(Ci;X;Y ):

I(Ci;X;Y ) =
∑

x

∑

y

p(ci, x, y) log
p(ci|x)p(ci|y)p(x, y)

p(ci)p(ci, x, y)

(4)
The equation described in Definition 3 measures the degree of

correlation between the specific class Ci and variable X given
variable Y . The equation described in Definition 4 measures
the information shared by the specific class Ci, variable X , and
variable Y .

Fig. 1. The possible relationships between Ci (a specific class in the class
label C) and its PC and non-PC variables.

IV. LABEL-AWARE CAUSAL FEATURE SELECTION ALGORITHM

In this section, we first use class-specific mutual information
to discover the causal features of a specific class in the class label,
to propose a label-aware causal feature selection algorithm,
and then we analyze the correctness and application conditions
of the algorithm.

A. Algorithm Implementation

In the following, we employ a divide-and-conquer strategy
and use class-specific mutual information to identify PC and
spouses of a specific class in the class variable, respectively.

1) The PC of a specific class in the class label: We use the
relationship that the class-specific mutual information between
a specific class and its non-PC variables is less than that be-
tween its PC variable and its non-PC variables to find the PC.
Moreover, the property of the class-specific conditional mutual
information between a specific class and its non-PC variables
equal to zero, given its PC variable, has been used in the PC
discovery. Specifically, the PC of a specific class is determined
by the following steps:
� Step 1: ∀X ∈ U \ C, if the variable X satisfies
I(Ci;X)gt; 0, then include the variable X in the set PCi

and sort it in descending order according to the value of
I(Ci;X).

� Step 2: Select a variable X in order from the set PCi,
if ∃Y ∈ PCi \X such that I(Ci;Y )− ICi

(X;Y )lt; 0 or
I(Ci;Y |X) = 0 holds, then remove variableY , until every
variable in the set PCi has been selected.

Next, we will use existing definitions, theorems, etc., to prove
in detail that the PC of a specific class can be found after the
above two steps.

In Fig. 1(a), the variables X and Y are either the father or
the child of Ci, by Theorem 1: Ci �⊥⊥ X|∅ and Ci �⊥⊥ Y |∅. Next,
we propose Proposition 1 to obtain the class-specific mutual
information value size based on the dependencies between Ci

and variables. Furthermore, Proposition 1 is a tool for selecting a
variable with the class-specific mutual information value greater
than 0 with Ci in Step 1.

Proposition 1: The following inequality holds:
(1) I(Ci;X) ≥ 0, only if p(ci, x) = p(ci)p(x), I(Ci;X) =

0.
(2) I(Ci;X|Y ) ≥ 0, only if p(ci, x|y) = p(ci|y)p(x|y),

I(Ci;X|Y ) = 0.
Proof: (1) According to (1), we can obtain: I(Ci;X) =∑
x p(ci, x)

p(ci,x)
p(ci)p(x)

. Based on the Log-sum inequality [42], it
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further follows that:
∑

x

p(ci, x)
p(ci, x)

p(ci)p(x)
≥

∑

x

p(ci, x)× log

∑
x p(ci, x)∑

x p(ci)p(x)

(5)
and the equality sign holds when p(ci, x) = p(ci)p(x).

∑

x

p(ci, x)× log

∑
x p(ci, x)∑

x p(ci)p(x)

= p(ci)× log
p(ci)

p(ci)
= 0 (6)

Thus, based on (5) and (6), I(Ci;X) ≥ 0, only if p(ci, x) =
p(ci)p(x), I(Ci;X) = 0.

(2) According to (3), we can obtain: I(Ci;X|Y ) =∑
x

∑
y p(ci, x, y)

p(ci,x|y)
p(ci|y)p(x|y) . Based on the Log-sum inequal-

ity, it further follows that:

∑

x

∑

y

p(ci, x, y)
p(ci, x|y)

p(ci|y)p(x|y)

≥
∑

x

∑

y

p(ci, x, y)× log

∑
x

∑
y p(ci, x|y)∑

x

∑
y p(ci|y)p(x|y)

(7)

and the equality sign holds when p(ci, x|y) = p(ci|y)p(x|y).
∑

x

∑

y

p(ci, x, y)× log

∑
x

∑
y p(ci, x|y)∑

x

∑
y p(ci|y)p(x|y)

= p(ci)× log

∑
y p(ci|y)∑
y p(ci|y)

= 0 (8)

Thus, in light of (7) and (8), I(Ci;X|Y ) ≥ 0, only if
p(ci, x|y) = p(ci|y)p(x|y), I(Ci;X|Y ) = 0. �

From Proposition 1, we can obtain: I(Ci;X)gt; 0 and
I(Ci;Y )gt; 0. Due to the inability to determine the size rela-
tionship between I(Ci;X) and I(Ci;Y ), we cannot know their
order in the set PCi. Thus, after Step 1, variables X and Y will
be included in the set PCi, but the order before and after cannot
be known.

Next, we divide the relationship between variables X and Y
and Ci into two cases. Case 1: when the variables X and Y are
both parents of Ci, X⊥⊥ Y |∅, i.e., p(x)p(y) = p(x, y), com-
bined with (2), it follows that ICi

(X;Y ) = 0. Then I(Ci;Y )−
ICi

(X;Y )gt; 0 and I(Ci;X)− ICi
(X;Y )gt; 0 hold. More-

over, Ci �⊥⊥ X|Y , Ci �⊥⊥ Y |X , and by Proposition 1, we get:
I(Ci;X|Y )gt; 0, I(Ci;Y |X)gt; 0. Thus, in Case 1, the variables
X and Y are retained in the set PCi after Step 2.

Case 2: when the variables X and Y are not both parents of
Ci, we can not directly derive the size of I(Ci;X)− ICi

(X;Y ),
so we propose Proposition 2 to indirectly determine the size be-
tween two class-specific mutual information. More importantly,
Proposition 2 is a tool for excluding non-PC variables in Step 2
of PC discovery.

Proposition 2: The following chain rule holds:

(1) I(Ci;X;Y ) = I(Ci;X)− I(Ci;X|Y )

(2) I(Ci;X;Y ) = I(Ci;Y )− I(Ci;Y |X)

(3) I(Ci;X;Y ) = ICi
(X;Y )− I(X;Y |Ci)

Proof: (1):

According to (1) and (3), we can obtain:

I(Ci;X)− I(Ci;X|Y )

=
∑

x

p(ci, x) log
p(ci, x)

p(ci)p(x)

−
∑

x

∑

y

p(ci, x, y) log
p(ci, x|y)

p(ci|y)p(x|y)

=
∑

x

∑

y

p(ci, x, y) log
p(ci, x)

p(c)p(x)

−
∑

x

∑

y

(ci, x, y) log
p(ci, x|y)

p(ci|y)p(x|y)

=
∑

x

∑

y

p(ci, x, y) log
p(ci|x)p(c|y)p(x, y)

p(ci)p(ci, x, y)
(9)

Then, based on (4) and (9), we obtain: I(Ci;X)−
I(Ci;X|Y ) = I(Ci;X;Y ).

The proofs of (2) and (3) follow by the same token. �
In accordance with Proposition 2: I(Ci;X)− ICi

(X;Y ) =
I(Ci;X|Y )− I(X;Y |Ci). And as X⊥⊥ Y |Ci and Ci �⊥
⊥ X|Y , I(X;Y |Ci) = 0 and I(Ci;X|Y )gt; 0. It is easy
to know: I(Ci;X)− ICi

(X;Y )gt; 0. Similarly I(Ci;Y )−
ICi

(X;Y )gt; 0 and I(Ci;Y |X)gt; 0 hold. Thus, in Case 2, the
variables X and Y are retained in the set PCi after Step 2.

In Fig. 1(b) and (c), the variable X is the father of Ci,
and Y is the grandfather, brother, or descendant of Ci. Ac-
cording to Definition 1 and Theorem 1: Ci �⊥⊥ X|∅, Ci �⊥⊥
Y |∅, I(Ci;X)gt; 0, I(Ci;Y )gt; 0. By the chain rule of Propo-
sition 2, we find that I(Ci;X)− I(Ci;Y ) = I(Ci;X|Y )−
I(Ci;Y |X), and from I(Ci;X|Y )gt; 0 and I(Ci;Y |X) = 0,
we know that I(Ci;X)− I(Ci;Y )gt; 0. Thus, after Step 1,
both variables X and Y are included in the set PCi, and
after sorting them in descending order, variable X is ranked
before Y . Using the chain rule of Proposition 2, we can
convert I(Ci;Y )− ICi

(X;Y ) into I(Ci;Y |X)− I(X;Y |Ci),
and from I(Ci;Y |X) = 0 and I(X;Y |Ci)gt; 0, it follows that
I(Ci;Y )− ICi

(X;Y )lt; 0. Thus, after Step 2, the variable X is
still in the set PCi, and the variable Y is removed.

In Fig. 1(d), the variableX is the child ofCi,Y is the spouse of
Ci with respect toX . By Definition 1:Ci⊥⊥ Y |∅, so I(Ci;Y ) =
0. Thus, after Step 1, the variable Y will not enter the set PCi

and cannot enter Step 2.
In summary, we use two steps to instantiate the unique class-

specific mutual information relationships between Ci and its PC
to discover the PC of Ci. This process is realized in lines 1 to
14 of Algorithm 1. The reason for using Symmetric Uncertainty
(SU ) [43] lies in its normalization property, which allows for
a fair comparison of the correlation among different features,
thus avoiding inconsistencies in the numerical range of Mutual
Information (I). Furthermore, Symmetric uncertainty SU pre-
serves the symmetry of mutual information I . SU provides a
more balanced evaluation basis by considering the symmetric
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Fig. 2. Four possible cases between Ci (a specific class in the class label C),
its PC (variable X), and the PC of its PC (variable Y ).

Algorithm 1: DiscoverPC.

relationship between features and class label. Thus, the use of
the SU method enables a more comprehensive feature selection
process and captures more accurately the true impact of features
on class labels, ultimately improving classification performance.
In line 3, the symbol δ denotes the threshold of the significance
level, which is used to control the false positive rate. When the
value of symmetric uncertainty is less than δ, it indicates that
there is a significant conditional dependence between features
and class label.

2) The spouses of a specific class in the class label: We use
the relationship that the class-specific conditional mutual infor-
mation between a specific class and its spouse given the empty
set, is less than that between the specific class and its spouse
given the corresponding common child variable, to determine
the spouse of the specific class. Specifically, the spouses of a
specific class are determined by the following step:
� ∀X ∈ PCi, if ∃Y ∈ PCX (the parents and children of X)

such that I(Ci;Y )− I(Ci;Y |X)lt; 0, then the variable Y
is included in the spouses SPi until every variable in PCi

has been selected.
Since the spouses of Ci only exist in the PC of each variable

in the PC of Ci, we list the possible cases among Ci, the PC of
Ci, and the PC of each variable in the PC of Ci in Fig. 2. Next,
using the existing definitions and theorems, we show that the
spouses of Ci can be found after the above step.

In Fig. 2(a), Y is the spouse of Ci with respect to X , by
Theorems 1 and 2: Ci⊥⊥ Y |∅, Ci �⊥⊥ Y |X , and based on Propo-
sitions 1 and 2 we have: I(Ci;Y ) = 0, I(Ci;Y |X)gt; 0. It is
obvious:

I(Ci;Y )− I(Ci;Y |X) < 0 (10)

Algorithm 2: LaCFS.

Thus, following (10), when the variable Y is the spouse of Ci,
it will be included in the set SPi after the above step.

In Fig. 2(b), Y is not the spouse of Ci with respect to X ,
in light of Definition 1: Ci �⊥⊥ Y |∅, Ci⊥⊥ Y |X , and then by
Propositions 1 and 2 we have: I(Ci;Y )gt; 0, I(Ci;Y |X) = 0.
It is easy to know:

I(Ci;Y )− I(Ci;Y |X) > 0 (11)

Thus, according to (11), when the variable Y is not the spouse
of Ci, it will not be included in the set SPi after the above step.

In summary, given a common child, the class-specific con-
ditional mutual information between Ci and its spouse is
greater than class-specific mutual information between Ci and
its spouse. Thus, after the above step, we can discover the
spouse of Ci. In the third line of the Algorithm 2, FCBF [44]
(Fast Correlation-Based Filter) is a feature selection method
that rapidly identifies features related to class variables based
on symmetric uncertainty. Specifically, the algorithm evaluates
the relevance of features by calculating the symmetric uncer-
tainty between the features and the target class, incorporating
a redundancy elimination mechanism to retain features that are
highly correlated with the class label while removing those that
are redundant with other features. Through this process, FCBF
can quickly filter out the parents and children of variable X
(i.e., PCX ), where X is the parent or child variable of the
specific class Ci. Yu et al. [45] have theoretically demonstrated
that FCBF can be applied to PC discovery. Compared to tra-
ditional PC discovery algorithms, the FCBF method evaluates
the importance and redundancy of features through pairwise
comparisons based on the correlation between features and the
target class, rather than enumerating all possible conditional
subsets for conditional independence testing as traditional PC
algorithms do. This method significantly reduces computational
complexity and avoids the combinatorial explosion problem in
high-dimensional data. Consequently, FCBF can rapidly iden-
tify PC variables that make a significant contribution to fea-
ture selection, effectively mitigating the impact of redundant
features, thereby markedly enhancing the efficiency and perfor-
mance of the overall algorithm.

B. Algorithm Analysis

In this section, we analyze the output of LaCFS with maxi-
mum relevance and minimum redundancy and what conditions
are better for handle a specific class of a class label.
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Theorem 3: (Algorithm correctness): The output of LaCFS
has maximum relevance and minimum redundancy with respect
to a specific class of a class label.

Proof: In the proof, we use MBi to represent the MB of Ci,
MB(C) denotes the MB of C.

(1) maximum relevance: if ∀S ⊆ F(F = U \ C),
I(Ci;MBi) ≥ I(Ci;S) with equality if MBi = S, the
MBi has the maximum relevance.

Case 1: ∀S ⊆ F \MBi, depending on (3), we have:
I(Ci;S|MBi) =

∑
s,mbi

p(ci, s,mbi) log
p(ci,s|mbi)

p(ci|s)p(s|mbi)
. As

p(ci, s|mbi) = p(ci|s)p(s|mbi), I(Ci;S|MBi) = 0. By the
chain rule of Proposition 2:

I(Ci;S;MBi) = I(Ci;MBi) + I(Ci;S|MBi)

= I(Ci;S) + I(Ci;MBi|S) (12)

In light of (12) and I(Ci;S|MBi) = 0, I(Ci;MBi) =
I(Ci;S) + I(Ci;MBi|S). By Proposition 1, we can get that
∀S ⊆ F \MBi, I(Ci;MBi)gt; I(Ci;S).

Case 2: ∀S ⊆ MBi, and let S′ = MBi \ S, based on (13),
I(Ci;MBi) ≥ I(Ci;S)holds with equality ifS equals toMBi.

I(Ci;MBi)− I(Ci;S) = I(Ci;S ∪ S′)− I(Ci;S)

= I(Ci;S) + I(Ci;S
′|S)− I(Ci;S) = I(Ci;S

′|S) (13)

Case 3: ∀S′ ⊂ MBi, and let S′′ ⊂ F \MBi, and S = S′ ∪
S′′, by (14), I(Ci;S|MBi) = 0. Then according to (12) and
Proposition 1, I(Ci;MBi)gt; I(Ci;S).

p(ci, s|mbi)

p(ci|mbi)p(s|mbi)
=

p(ci, s
′′,mbi)

p(ci|mbi)p(s′′,mbi)

=
p(ci|s′′,mbi)p(s

′′,mbi)

p(ci|mbi)p(s′′,mbi)
= 1 (14)

By Cases 1 to 3, I(Ci;MBi) ≥ I(Ci;S) with equality if
MBi = S. Thus the MBi has the maximum relevance.

(2) minimum redundancy: ∀ MBi, MBi ⊆ MB(C). Since
the MB of the class variable is the optimal and minimal fea-
ture subset with maximum predictivity for classification [7],
the MB(C) has the minimum redundancy. Thus, the MBi has
the minimum redundancy. �

Theorem 4 (Application condition of the algorithm): Assume
that the class label C has n class values and rank them in
descending order according to their respective sample shares
as C1, C2, . . . ,Cn, where the weight ratio of Ci in the whole
sample is denoted by ωi. At this point, i ∈ {1, 2, . . . , n} denotes
the index of each class in the class label C. The classifica-
tion accuracy is now required to be at least α under the ideal
classifier. The weight ωk of the specific class Ck must satisfy∑k−1

i=1 ωi ≤ α ≤ ∑k
i=1 ωi, where k denotes the index of the

threshold class determined based on the sample weight ratio ωi

and the classification accuracy requirement α, which satisfies
1 ≤ k ≤ n. Then LaCFS will better handle the specific class Ck

than algorithms that directly optimize mutual information when
Nωk

ξ(R2
F−RF )

≥ 1, whereN represents the total number of samples,

ξ is the number of samples on each degree of freedom required
in the hypothesis testing, and RF denotes the maximum value
domain space of the features.

Proof: Since theG2-statistic and mutual information have the
following relationship [46]:

1

2N
G2(C;X|Y ) = I(C;X|Y ) (15)

And for a reliable G2 conditional independence test between C
and X given Y , the minimum number of data samples N is:

N ≥ (rC − 1)× (rX − 1)× rY × ξ (16)

where rC , rX , and rY are the numbers of class of C, X , and
Y respectively, and thus I(C;X|Y ) has to satisfy the same
requirement.

I(C;X|Y ) =
∑

c

∑

x

∑

y

p(c, x, y) log
p(c, x|y)

p(c|y)p(x|y)

=
∑

x

∑

y

(c1, x, y) log
p(c1, x|y)

p(c1|y)p(x|y) + · · ·

+
∑

x

∑

y

(cn, x, y) log
p(cn, x|y)

p(cn|y)p(x|y)

= I(C1;X|Y ) + · · ·+ I(Cn;X|Y ) =

n∑

i=1

I(Ci;X|Y )

(17)

Based on (17), we can deduce that for I(Ci;X|Y ), there is such
a sample requirement:

Nωi ≥ (rCi
− 1)× (rX − 1)× rY × ξ (18)

where rCi
= 2. Further, considering each feature in the dataset,

Nωi ≥ (rCi
− 1)× (RF − 1)×RF × ξ, i.e., Nωi

ξ(R2
F−RF )

≥ 1.

Thus, when Nωk

ξ(R2
F−RF )

≥ 1, our class-specific method will
better handle Ck than algorithms that directly optimize mutual
information. �

V. EXPERIMENTS

To validate the accuracy and efficiency of the LaCFS al-
gorithm, we compared it with six state-of-the-art algorithms
on five benchmark BNs and eight real-world datasets. The six
state-of-the-art algorithms are MMMB [31], HITON-MB [32],
PCMB [29], BAMB [36], CCMB [35], and CFS [38]. The exist-
ing MATLAB package Causal Learner1 has implemented these
six algorithms. Also, we implemented LaCFS using MATLAB
and compared LaCFS with the six comparison algorithms in this
package [47]. All experiments were conducted on Windows 10,
running on a computer with an Intel Core i7-117000 CPU and
32 GB of RAM. The conditional independence test was G2 at
the 0.01 significance level [48].

A. Benchmark BN Datasets

To compare the results of the LaCFS algorithm with existing
causal feature algorithms, we used two sets of data generated

1The codes of these compared algorithms in MATLAB are available at http :
//bigdata.ahu.edu.cn/causal − learner.
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Fig. 3. LaCFS algorithm overall flow chart.

TABLE I
SUMMARY OF NOTATIONS

from five benchmark BNs, the details of which are shown in
Table I.2 For each benchmark BN, we used two sets of data.
The first set consists of 500 data samples, which we use to
represent the small sample dataset, and the second set contains
1000 data samples, which we use to describe the large sample
dataset.

We regard the node with the largest MB in each network as
the class label and apply 10-fold cross-validation to all dataset-s.
The existing causal feature selection methods identify the causal
features of the class label as a feature subset and classify all
classes by combining these features with the classifier. Then,
the classification model is used to predict the labels for the
test data without label information and calculate the prediction
accuracy. In contrast, LaCFS identifies the causal features of
each class of the class label and uses these causal features to train
separate classification models in conjunction with a classifier.
Then, these classification models are used to predict the test
dataset sequentially, obtaining the prediction accuracy of the
specific class under the class label. Since the predicted labels of
the specific class in the class label are compared with the true
labels of all the classes, the prediction accuracies of each class
of the class label are summed to obtain the prediction accuracy.
Unlike existing causal feature selection methods that select a
fixed feature subset for each class of the class label on the training
set, LaCFS is able to select a feature subset corresponding
to each class of the class label based on its characteristics,
thereby more accurately capturing the intrinsic structural fea-
tures of the data. Furthermore, the experimental framework of
LaCFS with its rivals is given in Fig. 3. On the benchmark

2The detailed information of the benchmark BNs can be obtained fromhttps :
//www.bnlearn.com/bnrepository/

TABLE II
BENCHMARK BAYESIAN NETWORKS

BN dataset, the following metrics are used to evaluate the
algorithms:
� Accuracy. Prediction accuracy is the percentage of cor-

rectly classified test samples in all samples. Compactness
is the number of features in the output of an algorithm.
We report the compactness and prediction accuracy of the
NB [54] and SVM [55] classifiers as the accuracy measures
of the algorithms under comparison.

� Efficiency. The number of conditional independence tests
(CITs) [56] and runtime were used to assess the efficiency
of the algorithms. Since LaCFS uses class-specific mutual
information that varies from its rivals, we regard perform-
ing one judgment of class-specific mutual information
value or one pairwise comparison of class-specific mutual
information as performing a once conditional indepen-
dence test.

Table II shows the results in A±B format, where A indi-
cates the average NB classifier accuracy, SVM classifier ac-
curacy, compactness, CITs, and runtime, and B indicates the
standard deviation. “-” indicates that the method could not
generate any output with the corresponding dataset after the
memory was exhausted, and the best results are highlighted in
bold.

Table II shows the experimental results for LaCFS and the
other six algorithms. From the experimental results, we have
the following analysis:

In terms of accuracy: on these five BNs with sample sizes
of 500 and 1000 (10 datasets in total), LaCFS performs best
on ten datasets compared to its rivals. In particular, on the NB
classifier, LaCFS improves by more than 10%, 8%, and 10%
on Insurance, Mildew, and Munin datasets with 500 samples,
respectively, compared to the other six algorithms. Furthermore,
LaCFS improves by 5% to 20% more using the SVM classifier
than MMMB, HITON-MB, PCMB, BAMB, CCMB, and CFS
on Mildew and HailFinder10 datasets with 500 samples. Owing
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Fig. 4. The experimental framework of LaCFS and its rivals, where C denotes the class label, Ci denotes the i-th class of the class label, MBi to represent the
MB of Ci, and Accuracy (Predicted label i, True label) represents the number of i that is correctly classified in the True label with reference to the Predicted label
i. LaCFS select the different specific MBs for each class of a class label, and accurately classify each class, rather than the same MB for different classes, as in
existing causal feature selection algorithms.

to LaCFS selecting the different MBs for each class, classifying
each class accurately, rather than the same MB for different
classes as in existing algorithms; LaCFS achieves higher classi-
fication accuracy on NB and KNN classifiers. For compactness,
PCMB has the smallest number of features selected on most
of the ten datasets. However, its classification accuracy differs
significantly from that of LaCFS, especially on the Mildew
and HailFinder10 datasets, where it is only less than half the
accuracy of LaCFS. On the Munin dataset, PCMB selected
the least number of features, but the number is 0, resulting
in its classification accuracy being 0. In addition, LaCFS did
not outperform most existing causal feature selection methods
in terms of the Compactness metric. This is primarily due to
the strategy of LaCFS selecting causal features individually for
each class of the class label. Compared to existing methods
that treat the MBs of class variables as the set of features for
each class of the class label, LaCFS needs to integrate the
causal features for each class of the class label to ensure that
all features that may affect the class variables are covered when
classifying. Nonetheless, LaCFS performs optimally in terms of
Compactness in the HailFinder10 network. This may be due to
the extremely high correlation of the selected features with the
target variables, which reduces redundant information and re-
sults in lower Compactness. Concerning CITs, LaCFS has fierce
competition with other algorithms, with LaCFS performing the
least CITs in 4 out of 10 datasets. LaCFS fails to optimize
on the Mildew and Munin datasets, which is attributed to the
fact that these two datasets have a high number of node state
values. Since LaCFS requires causal feature selection for each
node state value, the number of conditional independence tests
required increases as the number of node state values increases.
Regarding runtime: LaCFS is almost the fastest on these ten
datasets. Specifically, on 8 out of 10 datasets, it requires the
least run time, just below BAMB on the Mildew dataset with
500 samples, and only BAMB and CFS are faster than LaCFS on
Munin dataset with 1000 samples. In particular, on HailFinder10
networks, the time consumption of LaCFS is generally more than
ten times lower than that of the MMMB, HITOM-MB, BAMB,
CCMB, and CFS. Since existing divide-and-conquer algorithms
use enumerating conditioning sets in MB discovery, requiring
extensive conditional independence tests, LaCFS avoids this

problem by using class-specific mutual information leading to a
significant reduction in the running time.

For a more intuitive comparison of accuracy, the accuracies
of LaCFS, MMMB, HITON-MB, PCMB, BAMB, CCMB, and
CFS are shown in Figs. 4 and 5. Regardless of the number
of data samples and the classifier, Figs. 4 and 5(a)–5(b) show
that LaCFS is superior to the other six algorithms. Especially
on the Insurance and Mildew datasets, LaCFS has a significant
improvement compared to the other six algorithms. To further
compare the efficiency (CITs) of LaCFS with its rivals, the
Friedman test was performed at the 5% significance level [57]
and the Nemenyi test [58], [59]. The Friedman test is a non-
parametric statistical test used to detect whether there are signif-
icant differences between multiple related samples [60]. Unlike
parametric testing methods, the Friedman test does not require
the data to meet the assumptions of normality or homogeneity
of variance. Considering that experimental data cannot satisfy
these assumptions [61], the Friedman test was chosen for the
experiment. In the experiment, the null hypothesis of the Fried-
man test is that there is no significant difference in CITs between
different algorithms. The test results reject this hypothesis, indi-
cating that there are significant differences in efficiency among
the algorithms. The average ranks for MMMB, HITON-MB,
PCMB, BAMB, CCMB, CFS, and LaCFS are 3.25, 4.05, 4.30,
4.50, 1.50, 4.70, 5.70, respectively (the higher the rank, the
better the performance in efficiency). Since the Friedman test
can only determine whether there are differences overall, the
experiment further uses the Nemenyi test for post hoc testing
to determine which algorithms specifically have differences.
The Nemenyi test is also a non-parametric statistical test [60],
which is suitable for post hoc testing, especially when the data
does not meet the normal distribution assumption. The core of
the Nemenyi test is to calculate the average ranking of each
group and determine whether there is a significant performance
difference between the two algorithms based on a predefined
critical difference. When the difference between the average
rankings of two algorithms exceeds the critical difference, it can
be concluded that there is a significant difference in efficiency
between them. The critical difference of CITs is up to 2.85. Thus,
it can be observed that LaCFS is significantly more efficient than
others.
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Fig. 5. The classification accuracies (%) of LaCFS and its competitors using the NB classifier on five benchmark BNs with different data sizes. (Left: Size=500;
Right: Size=1000).

Fig. 6. The classification accuracies (%) of LaCFS and its competitors using the SVM classifier on five benchmark BNs with different data sizes. (Left: Size=500;
Right: Size=1000).

Fig. 7. The experimental results of the classification accuracies (%) of LaCFS and its competitors using the NB classifier on eight real-world datasets.

In summary, the results on these five BN datasets show that
the LaCFS algorithm is competitively efficient. However, the
accuracy of LaCFS is higher than all the above algorithms.
This is because, based on the class-specific mutual information,
LaCFS selects the causal features for each class of the class
label, classifying each class accurately.

B. Real-World Datasets

In addition to the benchmark BN, the performance on real-
world datasets is also essential. In this section, we test the

algorithms on the eight real-world datasets in Table III, ranging
from low to high dimensionality. The Heart, Wave, Divorce,
Lymph, Breast-cancer, and Dexter are UCI machine learning
databases [62], and the Park [63] and Ovarian [64] are biological
datasets. We apply 10-fold cross-validation to all datasets and
compare the mean of each iteration with the other six algorithms.
For these existing causal feature selection methods, the causal
features of the class label are used as a feature subset to classify
all classes; and for our class-specific causal feature selection
algorithm, the causal features of each class in the class label
are used as a feature subset to classify the corresponding class.
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Fig. 8. The experimental results of the classification accuracies (%) of LaCFS and its competitors using the SVM classifier on eight real-world datasets.

TABLE III
COMPARISON OF LACFS, MMMB, HITON-MB, PCMB, BAMB, CCMB AND CFS

ON FIVE BENCHMARK BNS WITH 500 SAMPLES

Like the BN dataset, we also focus on time efficiency and
accuracy.
� Accuracy. Prediction accuracy is the percentage of cor-

rectly classified test samples in all samples. Compactness
is the number of features in the output of an algorithm.
We report the compactness and prediction accuracy of the
NB and SVM classifiers as the accuracy measures of the
algorithms under comparison.

� Efficiency. We report both the number of CITs and runtime
as the efficiency measures.

Table IV shows the results in A±B format, where A
indicates the average NB classifier accuracy, SVM classifier
accuracy, compactness, CITs, and runtime, and B indicates

the standard deviation. “-” indicates that the method could not
generate any output with the corresponding dataset after the
memory was exhausted or running for three days. The best
results are highlighted in bold.

Table IV shows the experimental results for LaCFS and the
other six algorithms. From the experimental results, we have the
following analysis:

We can see that LaCFS outperforms the other algorithms for
all datasets regarding classification accuracy, regardless of using
the NB or SVM classifiers. For the Park and Wave datasets,
LaCFS achieves 10% to 15% or higher classification accu-
racy than the other algorithms when using the NB classifier.
In addition, using the SVM classifier, LaCFS is 4% higher
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TABLE IV
COMPARISON OF LACFS, MMMB, HITON-MB, PCMB, BAMB, CCMB AND CFS ON FIVE BENCHMARK

BNS WITH 1000 SAMPLES

TABLE V
REAL-WORLD DATASETS

than MMMB, HITON-MB, PCMB, BAMB, and CFS on the
Heart dataset. On the Ovarian and Breast-cancer data, CCMB
cannot obtain results in an efficient time, mainly because the
CCMB introduces cross-checking and complement processes
to find more true variables, which is a time-consuming step.
Meanwhile, other algorithms have selected many features on the
high-dimensional dataset of Lymph, making it difficult to obtain
valid results. Only PCMB and LaCFS yield results, but the for-
mer selected only one feature resulting in a lower classification
accuracy than the latter, reaching around 20% to 30%. Regarding
compactness, the number of features PCMB selects is almost
minimal on the eight datasets. However, there is a significant
difference between its classification accuracy and that of LaCFS,
especially on the Divorce dataset, where the accuracy is only
half that of LaCFS. LaCFS did not outperform most existing
causal feature selection methods in terms of the Compactness
metric. This is primarily due to the strategy of LaCFS selecting
causal features individually for each class of the class label. To

ensure that all features that may affect the class variables are
covered when classifying, LaCFS needs to integrate the causal
features for each class of the class label. Specifically, LaCFS
has the best Compactness performance on the Park and Divorce
datasets, excluding the case where PCMB sacrifices accuracy
to extract only one feature. This may be due to the relatively
small number of features and moderate sample size of Park
and Divorce datasets, which enable LaCFS to perform feature
selection and optimization more effectively. Regarding CITs and
runtime: LaCFS does exhibit some variations when handling
datasets of different scales. On low-dimensional datasets, such as
Heart, Park, Wave, and Divorce, the time consumption of LaCFS
is the least. Specifically, in these datasets, LaCFS takes just under
0.1 times the runtime required by the other algorithms. At the
same time, LaCFS performs fewer CITs. On the Wave dataset,
the number of CITs required for others is more than ten times that
of LaCFS. This indicates that LaCFS incurs minimal computa-
tional overhead on low-dimensional datasets, allowing for rapid
results. However, on high-dimensional datasets such as Ovarian,
Breast-cancer, and Dexter, the efficiency of LaCFS is indeed
affected. This is because LaCFS needs to discover spouses
from the PC of each variable in the PC of each class, which
significantly increases the computational complexity when the
number of features is vast. Thus, on these high-dimensional
datasets, the computation time of LaCFS is longer, and there
are some challenges in terms of scalability. In contrast, CFS
discovers spouses from the PC of children of multiple parents
of the target variable to improve efficiency, thus requiring the
fewest CITs and least runtime on high-dimensional datasets
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TABLE VI
COMPARISON OF LACFS, MMMB, HITON-MB, PCMB, BAMB, CCMB AND CFS

ON REAL-WORLD DATASTES

such as Ovarian, Breast-cancer, and Dexter. In addition, the
contradiction between high feature counts and low sample sizes
in high-dimensional datasets, leading to the curse of dimension-
ality and the risk of overfitting, makes LaCFS require more CITs
to explore these relationships. It is worth noting that the Lymph
dataset is difficult for most methods to learn effectively due to
its low sample size. However, LaCFS is able to identify the most
relevant features of each class of the class label, thereby enabling
effective learning despite the lack of samples.

To provide a more visual representation of the accuracy of
LaCFS against its competitors, we show the performance of
the seven algorithms on the NB and SVM classifiers in Figs. 6
and 7. The LaCFS algorithm has the highest classification ac-
curacy on eight datasets regardless of whether it is the NB or
SVM classifier. In particular, the LaCFS algorithm significantly
improves classification accuracy on the NB classifier compared
to the other algorithms. To further evaluate the efficiency (CITs)
of the proposed methods against other methods, the Friedman
test is conducted at a 5% significance level under the null

hypothesis. The null hypothesis of CITs is rejected; the aver-
age ranks for MMMB, HITON-MB, PCMB, BAMB, CCMB,
CFS, and LaCFS are 4.13, 4.38, 3.50, 3.88, 1.63, 5.63, 4.88,
respectively (the higher the rank, the better the performance in
efficiency). Then, with the Nemenyi test, the critical difference
of CITs is up to 3.18; thus, it can be observed that LaCFS is
significantly more efficient than MMMB, HITON-MB, PCMB,
BAMB, and CCMB.

In summary, on eight real-world datasets, the LaCFS algo-
rithm has the highest classification accuracy on NB and SVM
classifiers, which is still comparable in efficiency.

VI. CONCLUSION

In this paper, we analyze the unique relationships between
each class in the class label and its causal features in class-
specific mutual information. Then we propose a label-aware
causal feature selection algorithm (LaCFS) based on class-
specific mutual information to identify the causal features of
each class in the class label. Through extensive experiments
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on five benchmark BN and eight real-world datasets, the re-
sults show that LaCFS has a significant advantage in terms of
accuracy while its time consumption is comparable to other
methods. Specifically, LaCFS outperforms all compared algo-
rithms in terms of accuracy, especially when dealing with high-
dimensional datasets. However, the computational efficiency
on high-dimensional datasets still needs to be improved. To
further improve the scalability and computational efficiency of
LaCFS on larger datasets, future work could consider optimizing
the feature selection and spouse discovery processes. By im-
proving the feature selection strategy and reducing unnecessary
computational steps by combining deep learning approaches,
it is possible to mitigate the computational complexity while
maintaining high accuracy, thereby increasing the efficiency of
LaCFS and application potential on larger datasets. In addi-
tion, the class-specific mutual information computation used in
LaCFS can only handle discrete values, and continuous values
must be discretized in advance. In this process, the discretization
method also affects the performance of the algorithm. Thus,
future research could focus on exploring the direct application
of class-specific mutual information computation methods to
continuous and mixed data scenarios to further enhance the
applicability and performance of the algorithm.
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