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Abstract—Community detection is a fundamental task for un-
derstanding complex networks. Many traditional community de-
tection methods only focus on the relationships between nodes in the
topology space (i.e., the topology graph) and node attributes. These
methods do not fully consider the relationships between nodes in
the feature space (i.e., the feature graph) and the global structure of
the graph. To this end, we introduce an innovative approach termed
Graph Diffusion enhanced Contrastive representation Learning
(GDCL) method on topology and feature space for community
detection. Specifically, we first construct a feature graph from node
attributes to capture the relationships between nodes in the feature
space. Based on the topology graph and feature graph, we deploy
the graph diffusion module to generate topology diffusion and
feature diffusion graphs respectively. Then, we leverage the shared
graph convolutional and graph contrastive learning modules to
learn node representations of the local and global structures of
the graphs. Simultaneously, we employ the hidden layer adaptive
embedding fusion mechanism to obtain high-quality node repre-
sentations. Finally, the embedding integration strategy integrates
them with feature embedding to obtain the final embedding for
community detection. Extensive experiments on ten real-world
datasets demonstrate that GDCL outperforms the existing state-
of-the-art algorithms.

Index Terms—Community detection, contrastive learning,
attributed networks, feature graph.

I. INTRODUCTION

IN COMPLEX systems, nodes can form different commu-
nities through their mutual connections. Community detec-

tion [1], [2], [3] is a task to detect communities by partition-
ing the nodes in a graph into clusters, which helps to under-
stand complex systems. Therefore, community detection is a
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fundamental problem in graph analysis and has been widely
used in many real-world applications, such as bioinformatics [4],
social network analysis [5], and transportation networks [6].

Community detection typically considers two aspects of infor-
mation: the relationships between nodes in the topology space
(i.e., the topology graph) and the node attributes. Traditional
community detection research [7], [8], [9], [10], [11] has mainly
focused on analyzing the topology structure of graphs. For ex-
ample, Pan et al. [12] pioneers the application of deep learning to
community detection. Ye et al. [13] combines autoencoders and
non-negative matrix factorization (NMF) for complex network
analysis. Some other research has focused on feature embedding
and its integration. As an example, the work of Li et al. [14]
presents an approach to community structure embedding that is
applicable to attributed graphs. Recently, He et al. [15] proposes
a new unsupervised community detection method for GCN-
based attribute networks.

In addition, the recent work by [16] explores the theoretical
advancements, new models, algorithms, and various applica-
tions in the emerging field of Deep Neural Network Graphs
(DNNG), highlighting their potential in community detection
and related domains.

Despite the promising performance of the aforementioned
studies on the community detection task, it can be observed
that they have two main limitations. Firstly, they ignore the node
relations in the feature space (i.e., feature graph). In fact, the fea-
ture graph can compensate for the information that the topology
graph ignores. However, existing methods often independently
process nodes within the feature space, ignoring the relationships
of nodes in the feature space. For example, Fig. 1(a) shows the
true network partition, where nodes A, B, C, and F belong to
one community, nodes D and E belong to one community, and
nodes G, H , and I belong to one community. Fig. 1(b), (c), and
(d) show the result of only using the topology graph, attribute
information, and feature graph, respectively. When considering
nodes D and E, we find that neither the topology graph-based
result nor the attribute information-based result can put them into
the same community. However, in the feature graph-based result,
they are correctly assigned to the same community. It shows that
the feature graph contains some compensation information for
the topology graph and attribute information, which can enhance
the conventional methods which only use the topology graph and
attribute information.
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Fig. 1. (a) the division of the original network. (b) the topology graph-based network partitioning. (c) the attribute information-based network partitioning.
(d) the feature graph-based network partitioning.

Secondly, they fail to comprehensively consider the global
information of the graph. The conventional methods only focus
on the local graph structure of the nearest neighbor nodes but
fail to fully explore the global structure of the graph, leading to
information loss and unstable embedding problems. It is worth
noting that a few studies [17], [18], [19] in supervised learning
have leveraged graph diffusion to explore global information.
Although these methods can alleviate this problem to some
extent, in the unsupervised setting, where no label information
can be used, the diffusion may involve unreliable information
and thus they may not learn reliable representations from the
diffusion graph.

To address the above two problems, we propose a novel Graph
Diffusion enhanced Contrastive representation Learning method
(GDCL) on both topology and feature space for community de-
tection. To tackle the first problem, different from conventional
methods which only consider the topology graph and attribute
information, we also consider the feature graph. We construct a
nearest neighbor graph from the node attributes, which reflects
the topology information of the nodes in the feature space, and
apply this graph to guide the representation learning. To address
the second problem, we first propose the graph diffusion module
to generate a topology diffusion graph and feature diffusion
graph based on topology graph and feature graph respectively.
Then, we design the shared graph convolution module to learn
the node representations of the local structure and global struc-
ture of the original graph and its diffusion graph. To address the
unreliability problem in the diffusion graph or original graph,
and learn the direct and indirect neighbor information of nodes
with discriminatory power, we enhance the representation learn-
ing process by incorporating graph contrastive learning tech-
niques. To learn a more comprehensive representation, we use
the adaptive embedding fusion module together to integrate the
representations in the topology graph, topology diffusion graph,
attributes, feature graph, and feature diffusion graph. Finally,
we provide a self-supervised strategy to train the network to
obtain reliable community detection results. Our contributions
are summarized as follows:
� Different from conventional methods which only consider

the topology graph and feature embedding, we also con-
sider the feature graph to improve the community detec-
tion.

� To better capture the relations and information propagation
between nodes, we propose the graph diffusion module and
the shared graph convolution module.

� We conduct extensive experiments on ten real datasets to
demonstrate the effectiveness of the GDCL framework.

Its performance outperforms existing state-of-the-art algo-
rithms.

The subsequent structure of this paper is arranged as fol-
lows. First, in the Preliminaries and Related Work Section
(see Section II), we clarify the key concepts involved in the
issues explored in this paper and review previous studies closely
related to the field of community detection. Moving into The
Method Section (see Section III), we will elaborate in detail
on the work principles of the GDCL model. Following that, in
the Experiments Section (see Section IV), we comprehensively
assess its performance by comparing GDCL with eight repre-
sentative algorithms in the field on ten real datasets. Finally,
in the Conclusion Section (see Section V), we summarize the
main findings of this paper and put forward prospects for future
research directions.

II. PRELIMINARIES AND RELATED WORK

In this section, we first give the task of community detec-
tion, then present related work of community detection, graph
diffusion, and graph contrastive learning.

A. Task of Community Detection

The method (GDCL) proposed in this study focuses on
leveraging network structure and node attributes to identify
and analyze community patterns. The key lies in employing
network representation learning techniques to effectively extract
the embedding representations of nodes. These embeddings
are high-dimensional mathematical characterizations of nodes’
positions and connection patterns within the network, capturing
the intricate relationships and attributes between nodes. Once
we obtain these embeddings, they can be utilized to address
the problem of community detection. In addition, the symbols
and terms used in the article will be clearly defined, ensuring
that readers can accurately comprehend the research presented.
This includes detailed explanations of core concepts such as
networks, nodes, edges, and node embeddings.

The number of communities is a known quantity. The task
of community detection involves grouping nodes into different
communities based on their topological connections and feature
similarities. Specifically, if node i is assigned to the jth commu-
nity, we indicate this affiliation withCij = 1; conversely, if node
i does not belong to the jth community, then Cij = 0. The com-
munity affiliation of each node within the network representation
is denoted by Cij . This affiliation information is determined
through node embeddings obtained by network representation
learning. Utilizing these embedding details, and with the help of
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TABLE I
NOTATIONS

a community detection algorithm, we can ultimately achieve
the community division for the entire network. In essence,
community detection is the process of assigning nodes with
similar features and tight connections to the same community, a
process that relies on the node embedding information derived
from network representation learning. Through this method, we
are able to accurately reveal the community structure within a
network. This study focuses on community detection on attribute
graphs G. Let G = {V,E,X} represent an undirected network,
where V = {v1, . . . , vn} represents the collection of nodes,
E = {eij} represents the collection of edges, i, j ∈ {1, . . . , n}.
Within the context of network representation, X symbolizes the
ensemble of node features, and Xij denotes the j-th feature of
node i. The target is to create a compact,d-dimensional represen-
tation zi ∈ R

d for each node, with d being the representation’s
dimension, and d(d ≤ n). At represents the node relations of
the topology graph, if At

ij is set to 1, it suggests that nodes i
and j are linked by an edge within the network, and At

ij = 0

represents that there is no edge. Af represents the relationship
of the feature graph, Af

ij is set to 1, it suggests that nodes i and j

are linked by an edge within the network, andAf
ij = 0 represents

that there is no edge. The purpose of identifying communities
within a network is to create groupings with high connectivity
among members and low connectivity between different groups.
Table I offers a comprehensive list of the symbols utilized in this
study along with their definitions.

B. Related Work

1) Community Detection: Community detection methods
can be roughly divided into two groups: topology-based com-
munity detection [20], [21], [22] and attribute community de-
tection [23], [24], [25], [26]. Topology-based community de-
tection methods focus on the relations between nodes in the
topology space. For example, Cao et al. [27] proposes a new
model for learning graph embedding, by employing a random
surfing model to capture the topology of the graph directly.
Wang et al. [28] proposes a model that considers both the graph

structure and the community structure to obtain effective low-
dimensional embeddings. Recently, Zhu et al. [29] integrates
node and structure similarities into a unified similarity matrix.
However, these methods ignore the node attributes, which can
compensate for the limitations of the topology structure. Recent
work, such as the method in [30] explores new ways of ex-
tracting multiscale information through permutation-equivariant
graph framelets, which could improve community detection in
heterophilous graphs. Attribute community detection methods
consider both the topology and the node attributes. For example,
Shchur et al. [31] utilizes Graph Convolutional Neural Networks
to extract network embeddings. Wang et al. [32] observes that
the relations between nodes in the feature space and in the
topology space are complementary and can be adaptively fused
to reveal the more intrinsic structure of communities. Simi-
larly, Shi et al. [33] proposes a framework using framelets to
learn unified semantic embeddings from multimodal data, which
could inspire new approaches for integrating node attributes
and graph topology in community detection. Peng et al. [34]
uses an attention mechanism to consider the importance of the
topology structure and node attributes of the graph to obtain
higher-quality representations. Mrabah et al. [35] proposes a
new graph autoencoder model to address the problems of feature
randomness and feature drift. However, the above-mentioned
methods fail to consider the relationships between nodes in the
feature space.

2) Graph Diffusion: Graph diffusion techniques can obtain
the correlations between non-adjacent neighbors by observing
the propagation paths of information, thereby revealing the
global structural information of the graph. Therefore, many
research [36], [37], [38] have adopted graph diffusion techniques
to their fields and achieved good results, such as social network
analysis, node classification, and recommendation. For example,
Gasteiger et al. [39] proposes an innovative message-passing
method that aims to provide a more powerful, general-purpose,
and spatially localized alternative to traditional graph neural
networks (GNNs). The method adopts a generalized form of
sparse graph diffusion that can be used for a variety of graph-
based tasks. Zhao et al. [40] proposes an adaptive diffusion
convolution (ADC) strategy that optimizes graph convolution
by automatically learning the optimal neighborhood size in the
data. Meanwhile, it does not require GNN to propagate messages
through a fixed neighborhood. Some works [41], [42] replace the
original graph with a diffusion graph and then combine node
attribute information to learn network embedding, achieving
relatively good performance. Tang et al. [36] was the first to
use the diffusion process for multi-view data clustering. Tang
et al. [43] proposes an innovative multi-view diffusion process
that leverages higher-order contextual information to enhance
pairwise affinities, which is not limited by the quality of the
initial graph or the potential common subspace between mul-
tiple views. However, graph diffusion may lead to some local
information loss during the diffusion process, especially when
the number of iterations of random walk is limited.

3) Graph Contrastive Learning: Graph contrastive learn-
ing [44], [45], [46] is a self-supervised learning method that
has been widely studied in a variety of hot research areas [44],

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Anhui University. Downloaded on July 08,2025 at 03:31:25 UTC from IEEE Xplore.  Restrictions apply. 



4 IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTATIONAL INTELLIGENCE

Fig. 2. The overall framework of the proposed GDCL.

[47], [48], such as node classification, recommendation, and
clustering. It is effective in addressing some challenges in
unsupervised learning tasks, such as the lack of real labels, false
negatives, and imbalanced data distribution. Some works [49],
[50] have been devoted to finding enhanced contrastive learning
methods to reduce false negatives, thereby improving model per-
formance and accuracy. Chuang et al. [51] proposes a debiased
graph contrastive learning strategy to discriminate false negative
samples, eliminate such bias, and thus address the issue of
poor performance of hard negative mining techniques in Graph
Contrastive Learning. MVGRL [18] is an algorithm that has
demonstrated improved outcomes across multiple downstream
applications by learning node and graph representations through
the optimization of mutual information (MI) between differing
views of node and graph representations, but it does not construct
a feature graph to capture relationships in the feature space, nor
does it apply diffusion on such a graph. SCGC [52] focuses
on contrastive learning for graph clustering but primarily op-
erates on the topology graph without integrating node attribute
relationships through a feature graph. SCGDN [19] proposes
the attention module (AttM) and diffusion module (DiFM) and
obtains excellent embeddings. However, effectively solving the
problem of false negative samples is a considerable challenge.

III. THE METHOD

Unlike previous work, the proposed GDCL not only considers
the topology graph and node attributes embeddings, but also
considers the feature graph and the global structure of the
graph, and integrates them into a unified framework for accurate

community detection. To fully explore the information on the
local and global structure of the graph, we propose a new graph
contrastive learning method. Unlike conventional contrastive
learning methods that obtain contrastive views by enhancing
views, GDCL takes the graph and its diffusion graph as con-
trastive views. In the topology space, graph diffusion enables
consideration of broader network connectivity, crucial for tasks
like community detection where global cohesion may not be
visible through local connections. In the feature space, diffusion
enhances feature consistency, captures global relationships, and
reduces overfitting by promoting smoothness, thus improving
generalization. Fig. 2 shows the overall architecture of GDCL.
The method consists of four modules: graph diffusion module,
shared graph convolution module (shared-GCN), adaptive em-
bedding fusion module, and graph contrastive learning module.
In the proposed GDCL model, the key innovations are the graph
diffusion enhanced contrastive learning and the shared-GCN,
which synchronously learns node embeddings from both the
original graph and the diffusion graph using shared parameters,
enhancing the embedding quality by capturing both local and
global structural information. To further improve the quality
of the embedding, autoencoders and graph contrastive learn-
ing are also adopted. Specifically, in the first module, GDCL
employs graph diffusion techniques to generate topology dif-
fusion graph and feature diffusion graph. The second module
utilizes a shared-weighted GCN to capture node representations
of the local and global structures in the topology and feature
graphs separately. The third module introduces the hidden layer
adaptive embedding fusion mechanism and embedding integra-
tion strategy to obtain high-quality node representations. In the
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fourth module, discriminative node representations are learned
by combining the shared-GCN and the graph diffusion module.

A. Autoencoder Module

The GDCL model employs an encoder to distill a represen-
tation E from the input node features. In the phase dedicated
to attribute encoding, we align with the approach pioneered by
the AGE framework [53], which centers on the elimination of
high-frequency noise from the attribute matrix M. This process
is delineated by the subsequent equation:

M =

(
l∏

i=1

(I− L̃)

)
X = (I− L̃)lX (1)

where I− L̃ denotes the graph Laplacian as the filtering mech-
anism, with t representing the number of times the filtering
is applied. Post-filtering, the matrix M is then subjected to
encoding through the application of autoencoders.

We use a structure known as a Multilayer Perceptron
(MLP) [54] to obtain the embedding, with the layer indexed
by l can be characterized by the subsequent formulation:

El = σ (We
lEl−1 + be

l ) , (2)

where El represents the abstracted features at at layer l, We
l and

be
l denote the learned weights and biases at layer l, respectively.

The starting point for the feature representation is signified by
E0, which is assigned the value of the input matrix M, and σ is
utilized to introduce nonlinearity through the application of the
rectified linear unit (ReLU) activation function.

In contrast, the decoder is another MLP designed to regenerate
the original features from the encoded latent features, with the
l-th layer described by:

Ẽl = σ
(
Wd

l Ẽl−1 + bd
l

)
, (3)

where the reconstructed feature vector at layer l is denoted by
Ẽl. The parameters within the decoder that have been adjusted
through training are the weight matrix Wd

l and the bias vector
bd
l specific to layer l. The output from the last layer, identified

as layer L, results in ẼL, which is utilized as the approximation
X̃ of the original dataset’s features. The performance of the
autoencoder is evaluated using a loss function that calculates the
Frobenius norm of the discrepancy between the input features
and their reconstructed counterparts:

Lae = ‖X− X̃‖2F . (4)

B. Graph Diffusion Module

Common methods for capturing global structure information
of graphs include spectral methods and graph diffusion. Spectral
methods, which require eigen-decomposition of graph Lapla-
cians, can be computationally intensive for large graphs. To
address this issue, GDCL adopts the graph diffusion method to
capture the local and global structure of graphs. Unlike spectral
methods, which rely on global eigenvalues and vectors, graph
diffusion directly propagates information through the graph’s
structure, allowing for more efficient and scalable computation.

The diffusion matrix can be used to control the probability
of information diffusion on the graph. The definition of the
diffusion matrix is as follows:

S =

∞∑
k=0

ΘkT
k, (5)

where T ∈ R
n×n is the symmetric normalized propagation ma-

trix, and Θk ∈ [0, 1] is the weight coefficient. Specifically, we
first perform symmetric normalization on the original adjacency
matrix, i.e., Ã = A+ I, where I is an identity matrix. Then, we
calculate the symmetric normalized propagation matrix H̃ as
follows

H̃ = D̃− 1
2 ÃD̃− 1

2 , (6)

Finally, we iteratively calculate the final diffusion matrix Adf

as follows:

Adf = ξ
(
In − (1− ξ)H̃

)−1

, (7)

where In ∈ R
n×n is the identity matrix, and ξ is a hyperparam-

eter, typically set to 0.5.
To control the sparsity of the matrix, we adopt the steps of

pruning and normalization. Specifically, we use a threshold-
based pruning operation to set the smaller elements in the matrix
to zero, retaining the top k largest elements. Then, we normalize
it to ensure that the sum of each column of the matrix is 1.

C. Shared Graph Convolution Module

The original graph (i.e., topology graph or feature graph)
and the diffusion graph are not completely independent. The
original graph captures the local structure by representing im-
mediate relationships between nodes, while the diffusion graph
encapsulates the global structure by integrating higher-order
connections through the diffusion process. Basically, in the
graph representation learning task, the quality of the graph
embedding is correlated with both the local and global structure
of the graph. Therefore, we design a shared graph convolution
module (shared-GCN) with shared parameters to learn the node
embedding of the original graph and the diffusion graph.

First, we use shared-GCN to extract the node representation
of the original graph (Aori,X) as follows:

Zori
l = ELu

(
D̃

− 1
2

oriÃ
oriD̃

− 1
2

oriZ
ori
l−1Wl

)
, (8)

where Zori
l is the embedding of the l-th layer of the original

graph. Z0 = X represents the original node attributes, and Zori
l−1

is the embedding of the (l − 1)-th layer of the original graph.
Wl is the network weight matrix of the l-th layer. To extract the
correlated information, we design the shared-GCN, where each
hidden layer shares the same weight matrix W, and use it to
learn the node representation from the diffusion graph (Adf ,X)
as follows:

Zdf
l = ELu

(
D̃

− 1
2

df ÃdfD̃
− 1

2

df Zdf
l−1Wl

)
, (9)

where Zdf
l is the embedding of the l-th layer of the diffusion

graph. By using shared parameters Wl between the original
graph and the diffusion graph, the same weight matrix is used
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during training to learn node representations from both the local
(original graph) and global (diffusion graph) perspectives. By
sharing weights, the model effectively aligns and filters the
correlated information from both structures, ensuring that the
learned representations achieve a harmonious blend of local and
global structures.

D. Adaptive Embedding Fusion Module

GDCL uses the hidden layer adaptive embedding fusion
mechanism to integrate information from each hidden layer of
shared-GCN into the final layer. It then employs an embedding
integration mechanism to merge node representations of local
and global structures from the topology and feature graphs.
Unlike [34], we naturally realize the information fusion of
original graph and diffusion graph embeddings at each layer
through the shared parameters in the shared-GCN, without the
need for additional layer-wise fusion mechanisms. In the follow-
ing, we introduce the hidden layer adaptive embedding fusion
mechanism and the embedding integration strategy, respectively.

1) The Hidden Layer Adaptive Embedding Fusion Mecha-
nism.: The existing graph representation learning methods typ-
ically only consider the last layer of node representations, which
may not be able to fully capture information from different
hidden layers. Different from this, we adopt the hidden layer
adaptive embedding fusion mechanism to effectively utilize
information from each hidden layer. Specifically, first, the em-
beddings of each hidden layer are concatenated, denoted as
[Z1‖Z2‖ · · · ‖Zl−1‖Zl]. Next, the attention coefficient αj is
calculated as follows:

αj= Normalize(softmax (Tanh([Z1‖Z2‖ · · · ‖Zl−1‖Zl]Wj))) ,
(10)

Then, the fused node representations is calculated using αj as
follows:

Z = α1 · Z1 +α2 · Z2 + · · ·+αl−1 · Zl−1 +αl · Zl (11)

We feed the fused node representations shown in (11) into the
shared-GCN to obtain the last-layer embeddings Zori and Zdf

of the original graph and diffusion graph, respectively.
2) The Embedding Integration Strategy: Using the shared-

GCN and AE, we can obtain different node representations Zt,
Zt_df , Zf , Zf_df and H, respectively. In consideration of the
potential associations between node labels and either individual
or combined embeddings, we employ an attention mechanism
to learn their respective weights [δ1, δ2, δ3, δ4, δ5]. For example,
for the representation Zi of node i in embedding matrix Z, we
calculate its attention value δ through a non-linear transforma-
tion and a shared attention vector p ∈ R

k′×1:

δi = pT · tanh
(
W · (Zi)

T + b
)
, (12)

where W ∈ R
k′×k is the weight matrix and k′ is the number

of node embeddings. Multiply these weights by their corre-
sponding embedding and sum them up to obtain the final fused
embedding Z as follows:

Z = δ1 · Zt + δ2 · Zt_df + δ3 · Zf + δ4 · Zf_df + δ5 ·H,
(13)

The resulting Z represents the final embedding.

E. Graph Contrastive Learning Module

Based on the Zt, Zt_df , Zf , and Zt_df obtained by shared-
GCN, we adopt Graph Contrastive Learning Module (GCL) [44]
to learn more discriminative node representations. The majority
of approaches within the domain of contrastive learning typically
utilize data augmentation techniques to create contrastive views
of the original graph. However, due to the randomness of data
augmentation, it may damage the most essential features of the
graph and introduce noises. To learn the inter-information from
the local structure and global structure of the network, we use the
original graph and diffusion graph as contrastive views without
introducing any randomness issues.

Specifically, GDCL iteratively computes the embeddings for
both the local and global views of nodes within the topology
graph and the feature graph. First, the process of assembling
positive and negative samples adheres to a widely-used strategy.
In this strategy, embeddings originating from identical nodes are
categorized as positive samples, while those from distinct nodes
are categorized as negative samples. To ensure a broad spectrum
of negative samples, this set of nodes can be randomly selected.
Second, the contrastive loss function is engineered with the goal
of prompting the model to amplify the proximity of positive
samples in the embedding space, while concurrently ensuring
that the proximity between positive and negative samples is
diminished. The similarity between two embedding vectors,
Zi and Zdf

j , is quantified using the cosine similarity measure,
defined as follows:

sim
(
Zi, Z

df
j

)
=

ZT
i Z

df
j

‖Zi‖‖Zdf
j ‖ , (14)

where Zi and Zdf
j are the node representations of node i and

node j in the original graph and diffusion graph, respectively. To
model the positive pair similarity, we use a temperature-scaled
exponential function as follows:

f(x) = exp
(x
τ

)
, (15)

where τ is a temperature parameter controlling the smoothness
of the exponential function. The contrastive loss for a batch of
positive and negative samples is formulated as:

L = − log

(
f(sim(Zi, Z

df
i ))∑

j �=i f(sim(Zi, Z
df
j )) + f(sim(Zi, Z

df
i ))

)
,

(16)
This loss function encourages the model to minimize the neg-
ative log-likelihood of distinguishing positive samples from a
set of negative samples. According to (16), we can calculate
the contrastive loss Lt

cl for the topology graph and the topology
diffusion graph. Similarly, the contrastive loss for the feature
graph and its associated diffusion graph is represented by Lf

cl.
The final contrastive loss is as follows:

Lcl = Lt
cl + Lf

cl, (17)
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F. Objective Function

To conduct community detection, we employ the Bernoulli-
Poisson algorithm (BP) [31] to calculate the loss of community
detection after obtaining the final network embedding Z. The
BP model, an improved variant of the BigCLAM [8] model, is
a graph generation model that can be used to detect community
structures. The BP model equation is as follows:

Aij ∼ Bernoulli
(
1− exp

(−ZiZ
T
j

))
, (18)

where Zi and Zj are the final embedding of the i-th and j-
th nodes, respectively. The negative log-likelihood of the BP
model is used to calculate the loss, because directly using the
probability may lead to numerical instability, whose formula is
as follows:

−log p(A |Z)=−
∑

(i,j)∈E
log
(
1−exp

(−ZiZ
T
j

))
+
∑

(i,j)/∈E
ZiZ

T
j ,

(19)
In real-world graphs, the second term in (19) often dominates
the loss because the number of non-edges is much larger than the
number of edges. To address this imbalance, we use a weighted
loss function that balances the two terms as follows, which is a
common approach in imbalanced classification [55].

Lcd = − E (i,j)∼P(i,j)∈E

[
log
(
1− exp

(−ZiZ
T
j

))]
+ E(i,j)∼P(i,j)/∈E

[
ZiZ

T
j

]
, (20)

To improve the reliability of community detection, we propose
a two-step approach that integrates the node representation H
and the final embedding Z. Specifically, we use the Student’s
t-distribution to measure the similarity between the embedding
point hi and the cluster center μj . The probability that the node
i belongs to the j-th community, denoted as qij is then computed
using (21).

qij =

(
1 +

∥∥hi − μj

∥∥2 /v)− v+1
2

∑
j′

(
1 +

∥∥hi − μj′
∥∥2 /v)− v+1

2

, (21)

where v is fixed to 1in our implementation for simplicity, and P
is the target distribution that computes the probability that the i-
th sample belongs to the j-th cluster center, as shown in (22). This
target distribution is then used to update the final embedding Z,
which can increase the compactness of the clusters by bringing
samples closer to the cluster centers.

pi,j =
q2i,j/

∑
i qi,j∑′

j q
2
i,j′/

∑
i qi,j′

, (22)

Unlike traditional self-training [56], [57], which only uses the
target distribution P to supervise the AE module, we propose
a two-step approach that also uses P to guide the embedding
Z. This is done by adding another KL divergence term to the
loss function, and an improved Z is expected to yield enhanced
community detection outcomes as follows:

LKL = γ1 ∗KL(P|Z) + γ2 ∗KL(P|H),

Algorithm 1: Training Process of GDCL.

= γ1
∑
i

∑
j

pi,j log
pi,j
zi,j

+ γ2
∑
i

∑
j

pi,j log
pi,j
qi,j

,

(23)

where γ1 and γ2 serve as positive hyperparameters. Our model
employs KL divergence during distribution approximation to
mitigate information loss, facilitating the learning of intricate
distributions. Minimizing (23) fosters a convergence toward a
similar distribution for both modules. In summary, the GDCL
objective function encompasses four components: community
detection loss Lcd, node attributes reconstruction loss Lae, KL
divergence loss Lkl, and GCL loss Lcl. The final objective
function can be expressed as:

L = Lcd + Lkl + β1 ∗ Lae + β2 ∗ Lcl (24)

where β1, β2 are the balanced hyperparameters. where γ1, γ2 >
0 are the two hyperparameters. The training process of the
proposed GDCL is shown in Algorithm 1.

IV. EXPERIMENTS

This section outlines the algorithms and evaluation metrics
used in GDCL. It then meticulously describes the experimental
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TABLE II
THE STATISTICS OF TEN DATA SETS, WHERE #NODES, #EDGES, #FEATURES,

#CLASSES DENOTE THE NUMBER OF NODES, EDGES, FEATURES, AND

COMMUNITIES, RESPECTIVELY

process and the rationale behind the parameter selection. Finally,
it conducts an in-depth analysis of the experimental results from
multiple perspectives, including the performance assessment of
the GDCL algorithm, ablation study, and visualization of the
results.

A. Datasets

We evaluate the performance of GDCL on ten real-world
networks with node attributes. The WebKB dataset encompasses
four separate academic networks: Cornell, Texas, Washington,
and Wisconsin, each delineated into five distinct clusters, and
featuring a comprehensive set of 1703 attribute dimensions for
nodes. The Wiki dataset represents a complex web of intercon-
nected web pages, with nodes symbolizing individual pages and
edges indicating the citation links between them. In the realm
of academic collaborations, the Cora dataset stands out with its
2708 nodes, which are interconnected through 5429 edges and
are categorized into seven separate communities. The Citeseer
dataset, another academic network, comprises 3312 nodes linked
by 4732 edges and is segmented into six communities, with
nodes characterized by attribute dimensions of 3703 and 1433,
respectively. The ACM dataset provides a network derived from
scholarly articles, where nodes represent individual papers and
edges signify co-authorship, resulting in a network with 3025
nodes and an extensive 13,128 edges across three communities.
The Large Cora dataset expands on the Cora network, boasting
an increased number of nodes (11,881 in total) and a significantly
larger set of edges (64,898) to form 10 communities. Lastly, the
AMAC dataset represents a network of co-purchased products,
where nodes symbolize individual products and edges indicate
frequent co-purchase relationships between them. The network
consists of 13,752 nodes and 491,722 edges, with products
classified into 10 distinct categories. Each node is represented
by a feature vector of size 767. For a comprehensive overview of
these datasets, including their specific attributes and structural
details, refer to Table II.

B. Baselines and Evaluation Metrics

We compare GDCL with the following three categories of
baselines that can be applied for community detection:

1) Graph embedding methods:

� DeepWalk [20], which leverages the random walk to
capture local structures.

� LINE [21], which applies the first-order and second-
order proximity to capture the similarity and structural
information.

2) Attributed graph clustering methods (structure and at-
tributes):
� AGC [58], which employs adaptive graph convolution

for global structure modeling.
� SDCN [23], which pioneers structural information with

node attributes in graph clustering.
� FGC [59], which presents a principled approach for

fine-grained attribute graph clustering.
� VGAER [60], which utilizes variational reasoning to

model both topology and attributes.
3) Graph clustering methods based on graph contrastive

learning:
� AGC-DRR [61], which designs an attribute graph clus-

tering method to reduce information redundancy in
input space and latent feature space.

� SCGC [52], which designs a neighbor-oriented con-
trastive objective function, enabling the model to up-
hold cross-view consistency.

To assess the effectiveness of community detection, we use
three well-established metrics: Accuracy (ACC), which mea-
sures the proportion of correctly assigned labels; Normalized
Mutual Information (NMI), which evaluates the agreement be-
tween predicted clusters and ground truth; and Macro F1-Score
(F1), which combines precision and recall. These metrics of-
fer a comprehensive evaluation of our method’s performance,
ensuring robustness.

C. Experimental Setup

Within our methodology, across the entire spectrum of
datasets, we use hyperparameters such as ξ, β1, β2, γ1, and γ2,
respectively, and construct the feature graph using a k-nearest
neighbors (k-NN) approach with knn, employing cosine simi-
larity as the distance metric, and retaining all nearest neighbor
connections without additional pruning. To ensure fair compari-
son, we adopt network parameter settings from [23]. The hidden
layer dimensions of the Autoencoder (AE) and shared-GCN
are fixed at 500 → 500 → 2000 → k → k, where k represents
the number of communities. The training procedure for GDCL
consists of two steps. Firstly, the AE model is trained for 100
epochs with a fixed learning rate of 0.001. Subsequently, the
entire model is trained for 500 epochs. ELu activation and
batch normalization are applied to the first, second, third, and
fourth layers. In the application of DeepWalk and Node2vec, the
resulting embedding vectors undergo L2-norm normalization.
For SDCN, the encoder’s hidden layer dimensions are set to
500 → 500 → 2000 → 10, and similarly, for the Graph Con-
volutional Network (GCN) module, the dimensions are set to
500 → 500 → 2000 → 10 for fairness. For VGAER, we con-
struct encoders with a 32-neuron hidden layer followed by a
16-neuron embedding layer. Finally, for AGC-DRR and SCGC,
to ensure the consistency of evaluation results, we run the source
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TABLE III
HYPERPARAMETERS FOR EXPERIMENTS

code of the comparative methods on all datasets. The parame-
ters of the comparison algorithms are experimentally tuned for
optimal performance. All models use the Adam optimizer. The
detailed hyperparameter values can be found in Table III.

D. Result Analysis

For each dataset, we conduct a thorough evaluation by running
each method 10 times and computing the average and standard
deviation of these 10 best results in Table IV. In the table, the
results highlighted in bold and underlined represent the best and
second-best results, respectively.

Encouragingly, our method demonstrates superior commu-
nity detection performance across almost all datasets, particu-
larly excelling on the four small datasets where GDCL’s perfor-
mance is outstanding. Taking the Wiki dataset as an example,
our proposed GDCL algorithm outperformed the runner-up ap-
proach (SCGC) by margins of 24.39%, 27.64%, and 30.48%,
respectively. These enhancements underscore the efficacy of
GDCL’s strategy in integrating feature graph information, the
global structure of the graph, and learning the local and global
structure of the graph using contrastive learning.

It is noteworthy that GDCL outperforms graph embedding-
based methods significantly. This superiority arises from
GDCL’s full exploitation of both node attributes and feature
graphs, leading to a substantial enhancement in community de-
tection performance. By leveraging this rich information, GDCL
consistently achieves superior performance.

Furthermore, GDCL surpasses attribute community detec-
tion methods. This is because GDCL focuses on the feature
graph, which better represents the relationships between nodes
in the feature space, whereas traditional embedding methods
struggle to capture these relationships effectively. In compar-
ison with attributed graph clustering methods such as AGC,
FGC, SDCN, and VGAER, which explore the topology graph
and node attributes but overlook the feature graph and global
structure, GDCL performs even better. In fact, the feature graph
compensates for the information that the topology graph cannot
capture. Not considering the global structure of the graph may
lead to unstable node embeddings, while the node represen-
tations obtained through contrastive learning exhibit improved
discriminability.

Contrary to methods based on the idea of contrastive learning,
such as AGC-DRR and SCGC, although their performance is
generally better than attribute graph clustering methods, they
also do not consider the feature graph and the global structure of
the graph. Therefore, the community detection performance of
GDCL is still higher than them. Different from these compared
methods, our approach comprehensively considers the multi-
faceted information of the graph and cleverly integrates all node
representations for downstream tasks.

E. Visualization

To further demonstrate the reliability of GDCL’s representa-
tion, we visualize the representations of GDCL and the second-
best algorithm (i.e., SCGC) on two representative datasets, Cora
and Citeseer. We employ the t-Distributed Stochastic Neigh-
bor Embedding (t-SNE [62]) algorithm to project the high-
dimensional feature representations into a two-dimensional
space. Subsequently, each data point is visually distinguished by
associating it with a unique color corresponding to its class label.
Fig. 3(a) and (b) show the visualization results of SCGC on cora
and citeseer datasets, and Fig. 3(c) and (d) show the visualization
results of GDCL on cora and citeseer datasets. From the figures,
we can see that the visual representations obtained by GDCL
are more clearly separated than those obtained by SCGC on
the Cora and Citeseer datasets. Moreover, we can find that
GDCL distinguishes the nodes of different communities more
clearly. Furthermore, most nodes of the same color are grouped,
indicating that our model can obtain high-quality embeddings.

F. Ablation Experiments

In this section, we conduct a series of ablation experiments to
validate the effectiveness of our proposes method. We consider
three variants of GDCL to comprehensively evaluate the perfor-
mance of our method on all datasets. Specifically, we focus on
the impact of feature graph, graph diffusion, and the combination
of the two with contrastive learning on node embeddings:
� GDCL_wo_1: obtains node representations without con-

sidering feature graph, graph diffusion, and the combina-
tion of the two with contrastive learning.

� GDCL_wo_2: obtains node representations without con-
sidering graph diffusion and contrastive learning.

� GDCL_wo_3: obtains node representations without con-
sidering contrastive learning.

The details and pesudocodes of the three variants are provided
in Section A of the supplementary materials.

Table V shows the comparison results of GDCL and its
variants in terms of ACC, NMI, and F1. The results in the table
is the average value of 10 independent runs. The experimental
results show that GDCL_wo_3 performs worse than GDCL on
all datasets, which verifies the effectiveness of the contrastive
learning strategy. In addition, the results of GDCL_wo_3 are
better than those of GDCL_wo_2 on most datasets, suggesting
that considering both the global structure and local structure of
the graph can produce higher-quality node representations. In
addition, GDCL_wo_2 performs better than GDCL_wo_1 on
most datasets, highlighting the effectiveness of node relations in
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TABLE IV
COMMUNITY DETECTION PERFORMANCE ON TEN DATASETS

Fig. 3. Visualizations of the embeddings generated by SCGC and GDCL on the cora and citeseer datasets.

TABLE V
COMPARISON BETWEEN GDCL AND ITS VARIANTS IN TERMS OF ACC, NMI, AND F1

the feature space. It is evident that contrastive learning is highly
effective for learning the local and global structures of graphs,
both in the feature and topological space.

G. Sensitivity Analysis

In this section, we analyze the sensitivity of the model’s
performance to variations in the diffusion rate ξ, contrastive
learning temperature τ , and the number of GCN layers, based on

results from Tables VI, VII, and VIII. Due to space limitation,
we focus on accuracy (ACC), normalized mutual information
(NMI), and F1 score across three datasets: Wiki, Cora, and
Citeseer.

1) Diffusion Rate ξ: The diffusion rate has a significant
impact on model performance. As shown in Table VI, smaller
diffusion rates, such as ξ ≤ 0.5, typically yield good results.

2) Contrastive Learning Temperature τ : From Table VII, it
can be seen that overall, the variation across the three metrics is
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TABLE VI
COMMUNITY DETECTION PERFORMANCE ON DIFFERENT VALUES OF DIFFUSION RATE ξ

TABLE VII
COMMUNITY DETECTION PERFORMANCE ON DIFFERENT VALUES OF CONTRASTIVE LEARNING TEMPERATURE τ

TABLE VIII
COMMUNITY DETECTION PERFORMANCE ON DIFFERENT VALUES OF NUMBER

OF GCN LAYERS

not large, indicating that the contrastive learning temperature τ
does not have a substantial effect on the results, and the model
is not highly sensitive to this parameter.

3) Number of GCN Layers: From the F1 score metric, it can
be seen that the model performs better when the number of GCN
layers is 3, and for the Wiki dataset, the performance across all
metrics reaches its optimal point when the GCN layer count is
3. Overall, the results from Table VIII suggest that increasing
the number of layers helps improve model performance across
all metrics.

In conclusion, the sensitivity analysis indicates that a smaller
diffusion rate ξ, along with deeper GCN layers, leads to the
best overall model performance. These findings can guide the
fine-tuning of the model’s hyperparameters to achieve optimal
results.

V. CONCLUSION

In this paper, we propose a novel Graph Diffusion enhanced
Contrastive representation Learning method named GDCL on
topology and feature space for community detection. Our

method successfully addresses two challenges that existed in
previous works: the insufficient consideration of the relation-
ships between nodes in the feature space and the inadequate
exploration of the global structure of the graph. To tackle the
first challenge, GDCL constructs a feature graph to uncover
relationships among nodes in the feature space. For the second
challenge, we introduce a graph diffusion module to capture the
global structures of the original graph (i.e., topology graph or
feature graph). To learn high-quality representations of these
graphs, we propose the shared-GCN and GCL. Additionally,
we utilize an adaptive embedding fusion module to obtain en-
hanced node representations for accurate community detection.
Comparative experiments on ten real-world datasets, spanning
various types of networks, demonstrate that GDCL outperforms
the state-of-the-art methods, highlighting its efficiency and prac-
ticality.

Nonetheless, further exploration is needed to understand how
GDCL performs across different network types and to identify
any performance differences that may arise. Moreover, while
our experiments were conducted on networks of moderate size,
investigating the scalability of GDCL to large-scale networks is
crucial for real-world applications. Therefore, in future work,
we aim to explore the applicability and performance differences
of GDCL across diverse network structures and to extend our
model to efficiently handle large-scale networks. We also plan
to apply our model to other downstream tasks such as node
classification and link prediction.
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