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#### Abstract

Existing clustering ensemble methods often directly integrate multiple weak base results to obtain a consensus one which can improve the clustering performance. However, since the base results are weak and the clustering ensemble can improve the performance, why not refine the weak base results via the clustering ensemble, and then boost the clustering ensemble with the refined base results? To fulfill this idea, in this article, we propose a novel clustering ensemble method with an adaptive multiplex. We first use the multiplex to represent the multiple weak base results. Then, we learn an updated representation by diffusing the representation on the multiplex with a manifold ranking model. Since the multiplex characterizes the structure information of all base results, the learned representation can ensemble such structure information during diffusion. Next, the multiplex is refined by such representation, which is a process of refining base results via ensemble. We iteratively learn the representation (i.e., do ensemble) and update the multiplex (i.e., do refinement), which can make the ensemble and refinement be boosted by each other. At last, the final consensus result is obtained from the refined multiplex. The extensive experiments demonstrate the effectiveness and superiority of the proposed framework.


Index Terms-Clustering ensemble, multiplex, multiplex diffusion.

## I. Introduction

CLUSTERING ensemble has attracted much attention since it can provide a more stable and robust clustering result than the conventional single clustering methods [1], [2]. The setting of clustering ensemble is that it takes multiple weak base clustering results without any original features of data as inputs and applies consensus learning to aggregate the multiple weak base results to a consensus one which often achieves a better clustering performance. Since it does not access the original data, it can protect the privacy of data to some extent, which is also one advantage of the clustering ensemble.

[^0]Existing works of clustering ensemble often focus on how to learn a consensus result by integrating the information in all base results. For example, Huang et al. applied factor graph to aggregate base results [3]; Li et al. aligned the label information of base results based on Dempster-Shafer evidence theory to obtain the consensus result [4]; Zhou et al. constructed a dynamical hypergraph for the ensemble [5]. Among these methods, one kind of widely studied method is the multiple graph based method [6], [7], [8], [9], [10], [11]. These methods first construct multiple graphs from base results, where one graph corresponds to one base result. In the graph, each vertex represents an instance, and if two instances belong to the same cluster, there is an edge between them in the graph. Then these methods integrate these multiple graphs into a consensus graph and obtain the final clustering result from the consensus graph.

Although these multiple graph based methods have demonstrated promising performance, since the multiple graphs are constructed from weak base results directly and never updated, they are still unreliable and may deteriorate the ensemble learning. To see this, let us take a closer look at the base graphs. According to the construction of the base graphs, we find that each base graph has a special structure, i.e., it consists of multiple cliques, where each clique represents a cluster. Notice that a clique is a complete subgraph, where each instance is linked to all other instances in the same clique. For example, considering any two instances $x_{i}$ and $x_{j}$ in one clique, given any other instance $x_{k}$, according to the definition of the complete subgraph, either $x_{k}$ links to both $x_{i}$ and $x_{j}$ or $x_{k}$ links to neither of them. It means that $x_{i}$ and $x_{j}$ link to the same instances in the graph, and thus $x_{i}$ and $x_{j}$ are indistinguishable in the graph. Therefore, if we do not access the original features of instances, all instances in one clique are indistinguishable. However, in a real cluster, different instances in a cluster should have different roles and should be treated differently. For example, some instances in the center of the cluster are more reliable and thus can be easily clustered; but some data which stay in the boundary of a cluster are unreliable and should be handled carefully because they may be mis-clustered. The base graphs constructed from the base results do not contain such information.

Therefore, if the ensemble can improve the clustering performance, why not refine the base graphs via the ensemble and then apply the refined base graphs to boost the ensemble in turn? To this end, in this article, instead of focusing on how to ensemble the fixed pre-defined unreliable base graphs, we try to answer an alternative question which is how to refine the base graphs with the ensemble. Intuitively, given multiple base

|  | $C^{1}$ | $C^{2}$ | $C^{3}$ |
| :--- | :--- | :--- | :--- |
| $x_{1}$ | $\pi_{1}$ | $\pi_{3}$ | $\pi_{6}$ |
| $x_{2}$ | $\pi_{1}$ | $\pi_{4}$ | $\pi_{6}$ |
| $x_{3}$ | $\pi_{1}$ | $\pi_{4}$ | $\pi_{7}$ |
| $x_{4}$ | $\pi_{2}$ | $\pi_{4}$ | $\pi_{7}$ |
| $x_{5}$ | $\pi_{2}$ | $\pi_{5}$ | $\pi_{7}$ |

Base clustering results


Multiplex graph

Fig. 1. Simple example of base clustering results and the corresponding multiplex graph. There are five instances $x_{1}, \ldots, x_{5}$, and we generate three base clustering results $\mathcal{C}^{1}, \mathcal{C}^{2}, \mathcal{C}^{3}$. The left side shows the three base clustering results. $\pi_{i}$ is a cluster in a base clustering. For example, $x_{1}, x_{2}$, and $x_{3}$ belong to cluster $\pi_{1}$ in the first base clustering $\mathcal{C}^{1}$. The right side shows its multiplex graph, where each layer indicates a base clustering $\mathcal{C}^{p}(p=1,2,3)$.
results, refining is possible because we can find which data in a base result are unreliable and can further correct them. For example, we generate 10 base results with a single clustering method. Considering data $x_{i}$ and $x_{j}$, in the first base result, $x_{i}$ and $x_{j}$ belong to different clusters, i.e., there is no edge between $x_{i}$ and $x_{j}$ in the first graph. However, the other nine base results all agree that $x_{i}$ and $x_{j}$ should belong to the same cluster, i.e., there is an edge between $x_{i}$ and $x_{j}$ in the other nine graphs. In this case, with a high probability, we can say that the relationship of $x_{i}$ and $x_{j}$ in the first base result is unreliable, and we can correct it by adding a weighted edge between $x_{i}$ and $x_{j}$ in the first graph. That is a basic idea to refine the base results.

To fulfill this, we propose a novel Clustering Ensemble with Adaptive Multiplex (CEAM) method. The key idea is that we construct initial multiple base graphs as other clustering ensemble methods did, but before ensembling them directly, we refine them by fully considering the connection of data inter- and intra- multiple graphs. Notice that, given any two base graphs, their vertices have a one-to-one correspondence. Therefore, to better propagate information from one base graph to other base graphs, we apply the multiplex graph to represent the multiple base graphs. A multiplex graph ${ }^{1}$ [12] is a multi-layer graph, where each layer is a traditional graph, and the vertex set of all layers is the same. The only inter-layer connections are the edges which link a vertex and all its counterpart vertices in all other layers. Fig. 1 shows a simple example of 3 base clustering results and their corresponding multiplex graph. The left side of Fig. 1 shows the 3 base clustering results (i.e., $\mathcal{C}^{1}, \ldots, \mathcal{C}^{3}$ ) containing 5 instances $\left(x_{1}, \ldots, x_{5}\right)$. For example, in the first base result, instances $x_{1}, x_{2}$, and $x_{3}$ belong to cluster $\pi_{1}$, and the other two instances belong to cluster $\pi_{2}$. The right side shows the corresponding multiplex. Since there are 3 base results, the multiplex contains 3 layers where each layer is a base graph constructed from a base result. The connections of data intra-graph mean the edges in one layer of the multiplex, which are denoted by solid lines in Fig. 1, and the connections of data inter-graph mean the edges link two instances which belong to different layers, which are denoted by the dotted lines in Fig. 1. Therefore,

[^1]multiplex can well characterize the connections of data inter- and intra- graphs. Moreover, the node set in different layers of the multiplex is all the same. $x_{i}(i=1,2, \ldots, 5)$ in the $p$-th layer ( $p=1,2,3$ ) corresponds to $x_{i}$ in the $q$-th layer $(q=1,2,3$ and $q \neq p$ ) because there is an inter-layer edge between $x_{i}$ in the $p$-th layer and $x_{i}$ in the $q$-th layer. It characterizes the one-to-one correspondence in base clustering results.

As discussed before, since the base results are weak, the pre-defined multiplex is also unreliable and may mislead the clustering ensemble. To address this issue, in this article, we refine the multiplex via ensemble. In more detail, after constructing the initial multiplex graph, we adaptively refine such multiplex by learning a representation of the data via ensemble. Since we do not access the original features of the data, we can only obtain an initial representation of each instance by its cluster indicator, which is also indistinguishable from the data in the same cluster. To tackle this problem, we refine such representations by diffusing them on the whole multiplex, which can ensemble the structure information under multiple base results. After that, we update the multiplex with the refined representation. We iteratively update the representation (i.e., do ensemble) and the multiplex (i.e., do refinement), so that they can be boosted by each other. At last, we obtain the final clustering result from the refined multiplex. Notice that the proposed mechanism can be plugged into any off-the-shelf multiple graph based clustering ensemble methods, such as [7], [10], [13]. In this article, since our motivation is to show the importance of base refinement, we use the most straightforward and simplest way to do the ensemble, i.e., we directly average the multiple layers in the final multiplex and run spectral clustering on that averaged graph. The extensive experimental results show that, even though we use this most straightforward way to generate the consensus result, it can still outperform most state-of-the-art ensemble methods, which well demonstrates the effectiveness of our base refinement.

The main contributions of this article are summarized as follows:

- We provide an alternative idea for clustering ensemble, i.e., apply the ensemble to refine the base results and in turn boost the ensemble by the refined base results.
- We propose a novel clustering ensemble method with an adaptive multiplex. To the best of our knowledge, this is the first work to do clustering ensemble on a dynamic multiplex.
- The extensive experiments show the effectiveness and superiority of the proposed method.


## II. Related Work and Preliminaries

In this section, we introduce some related work of clustering ensemble and preliminaries of the multiplex graph.

## A. Clustering Ensemble

Clustering ensemble is first proposed in [1] to integrate multiple weak base clustering results to obtain a strong consensus one. The benefits of clustering ensemble are mainly twofold.

First, it can improve the robustness and stableness of the single clustering methods and thus further improve the clustering performance [2]. Second, since clustering ensemble does not access the original features of data, it can be easily used in many scenarios, such as the scenario of distributed data, and can also protect the privacy of data to some extent [14].

Conventional works often focus on proposing new ensemble methods. For example, some methods construct new representations for data based on the cluster indicators of each data and do the ensemble by the clustering on the categorical data [15], [16], [17]. Topchy et al. applied an expectation maximization clustering method on the categorical data for ensemble [15]; Bai et al. proposed an information theoretical based ensemble method [17].

Some methods applied label alignment methods for the ensemble. For example, Zhou et al. aligned the cluster indicators of multiple base kmeans results for ensemble [18]; Hore et al. proposed a scalable relabel method for the ensemble on Big Data [19].

Among these ensemble methods, one kind of the most popular methods is the multiple graph based method. These methods construct a graph for each base result and ensemble the base results by fusing the multiple graphs. For example, Iam-on et al. constructed a similarity metric based on the edges of graphs and did the ensemble with such similarity [13], [20]; Zhou et al. constructed multiple graphs from base results and proposed robust multiple graph learning methods to do the ensemble [10], [21], [22]; Zhou et al. constructed bipartite graphs from base results for ensemble and obtain the final consensus result by the partition of the bipartite graphs [23], [24]; Tao et al. proposed an adversarial learning method on the graphs for clustering ensemble [9]. Some methods integrate the multiple graphs to construct a co-association matrix and do the ensemble on that co-association matrix. For example, Tao et al. proposed a robust spectral clustering method on the co-association matrix [7], [8], [25]; Huang et al. designed a scalable spectral clustering ensemble method on the co-association matrix [26].

In this article, we also focus on the multiple graph based clustering ensemble methods. Notice that all the above-mentioned methods, including the multiple graph based methods, focus on how to do the ensemble but ignore the base results refinement. Our method provides another way for improving the clustering performance, which means instead of proposing a sophisticated ensemble method, we refine the base results with the ensemble and can easily obtain a comparable or even better clustering result with even the simplest ensemble method.

## B. Multiplex Graph

A multiplex graph is a kind of graph with multiple layers, whose definition is shown as follows:

Definition 1: (Multiplex graph) [12] A multiplex graph or multiplex network $\mathcal{G}=\left\{\mathcal{V}, \mathcal{E}_{1}, \ldots, \mathcal{E}_{m}, \hat{\mathcal{E}}\right\}$ is a multi-layer graph with $m$ layers $\mathcal{G}_{1}, \ldots, \mathcal{G}_{m}$, where each layer is an undirected graph $\mathcal{G}_{k}=\left\{\mathcal{V}, \mathcal{E}_{k}\right\} . \mathcal{V}=\left\{x_{1}, \ldots, x_{n}\right\}$ is a vertex set which contains $n$ vertices, and $\mathcal{E}_{k}$ is the intra-layer edge set of the $k$-th layer, where if $x_{i}$ and $x_{j}$ are linked in the $k$-th
layer, $\left(x_{i}, x_{j}\right) \in \mathcal{E}_{k}$. Besides, for any vertex $x_{i} \in \mathcal{V}$, denoting $x_{i}^{p}$ and $x_{i}^{q}(p \neq q)$ as the vertices of $x_{i}$ in the $p$-th and $q$-th layer respectively, we have $\left(x_{i}^{p}, x_{i}^{q}\right) \in \hat{\mathcal{E}}$ where $\hat{\mathcal{E}}$ is the edge set which contains the inter-layer edges.

Fig. 1 shows an example of a multiplex graph, where $\mathcal{V}=$ $\left\{x_{1}, \ldots, x_{5}\right\}$, and $\mathcal{E}_{1}, \ldots, \mathcal{E}_{3}$ contains all the edges denoted by the solid lines which are the intra-layer edges, and $\hat{\mathcal{E}}$ contains the edges denoted by the dashed lines which are the inter-layer edges. To show the dynamics of the multiplex, we introduce the projection graph of a multiplex:

Definition 2: (Projection graph) [12] Given a multiplex $\mathcal{G}=\left\{\mathcal{V}=\left\{x_{1}, \ldots, x_{n}\right\}, \mathcal{E}_{1}, \ldots, \mathcal{E}_{m}, \hat{\mathcal{E}}\right\}$ which contains $m$ layers where each layer contains $n$ vertices, its projection graph is a graph $\tilde{\mathcal{G}}=\{\tilde{\mathcal{V}}, \tilde{\mathcal{E}}\} . \quad \tilde{\mathcal{V}}=\left\{x_{1}^{1}, \ldots, x_{n}^{1}\right.$, $\left.x_{1}^{2}, \ldots, x_{n}^{2}, \ldots, x_{1}^{m}, \ldots, x_{n}^{m}\right\}$, where $x_{i}^{k}$ denotes the vertex of $x_{i}$ in the $k$-th layer. $\tilde{\mathcal{E}}$ contains all inter-layer and intra-layer edges in $\mathcal{G}$, i.e.,

$$
\begin{equation*}
\tilde{\mathcal{E}}=\left(\cup_{k=1}^{m} \mathcal{E}_{k}\right) \cup \hat{\mathcal{E}} \tag{1}
\end{equation*}
$$

In this article, we will use the weighted multiplex, and thus we need to construct the weighted adjacency matrix of the projection graph. Given the $k$-th layer $\mathcal{G}_{k}$ of a multiplex, we define $\mathbf{W}^{(k)} \in$ $[0,1]^{n \times n}$ as its adjacency matrix, i.e., if $\left(x_{i}, x_{j}\right) \in \mathcal{E}_{k}$, then the weight of this edge is $W_{i j}^{(k)}$; and if $\left(x_{i}, x_{j}\right) \notin \mathcal{E}_{k}$, the weight is 0 . Then, we consider the weights of inter-layer edges. For simplicity, in this article, we fix the weights of all inter-layer edges as 1 , i.e., the weights of $\left(x_{i}^{p}, x_{i}^{q}\right)(p \neq q)$ are all 1 's, and the weights of $\left(x_{i}^{p}, x_{j}^{q}\right)(i \neq j)$ are all 0 's. To sum up, we can define the adjacency matrix of the projection graph of a multiplex $\mathbf{W} \in \mathbb{R}^{m n \times m n}$ as:

$$
\mathbf{W}=\left[\begin{array}{c:c:c:c}
\mathbf{W}^{(1)} & \mathbf{I}_{n} & \cdots & \mathbf{I}_{n}  \tag{2}\\
\hdashline \mathbf{I}_{n} & \overline{\mathbf{W}}^{(2)} & \cdots & \mathbf{I}_{n}- \\
\hdashline \vdots & \vdots & \ddots & \vdots \\
\hdashline \mathbf{I}_{n} & : & \vdots & \mathbf{I}_{n} \\
\hdashline & \cdots & \mathbf{W}^{(m)}
\end{array}\right],
$$

where $\mathbf{I}_{n} \in \mathbb{R}^{n \times n}$ is an Identity matrix, which characterizes the weights of the inter-layer edges. In this article, we will adaptively refine this multiplex structure for the clustering ensemble task.

Multiplex has been applied in many tasks, such as community detection [27], [28], social network analysis [29], [30], and bioinformatics [31]. Among them, few works applied multiplex for clustering ensemble [32], [33]. For example, Rastin et al. applied the multiplex to clustering ensemble selection problem [32]. They used multiplex to select the informative base clusterings for the ensemble. Lyu et al. proposed an evolutionary clustering ensemble method with the multiplex graph and applied this method to the community detection task [33]. Notice that they both pre-defined a fixed multiplex and used some partition methods to obtain the final results on the fixed multiplex. As discussed before, since the base results are unreliable, the multiplex constructed from these unreliable base results is also unreliable. In this article, we adaptively update the multiplex with the ensemble to address this problem.

## III. Clustering Ensemble With Adaptive Multiplex

In this section, we will introduce our CEAM in more detail. First, we introduce some notations. We use the bold uppercase letter to denote the matrix and the bold lowercase letter to denote the vector. Given a matrix $\mathbf{M}$, we denote $\mathbf{M}_{i \text {. and }} \mathbf{M}_{. i}$ as the $i$-th row and $i$-th column of matrix $\mathbf{M}$, respectively. $M_{i j}$ denotes the $(i, j)$-th element in matrix $\mathbf{M}$.

## A. Initial Representation and Multiplex Construction

Given $m$ base clustering results $\mathcal{C}^{1}, \ldots, \mathcal{C}^{m}$ with $n$ instances, clustering ensemble wishes to learn a consensus clustering result $\mathcal{C}^{*}$ from $\mathcal{C}^{1}, \ldots, \mathcal{C}^{m}$ without accessing the original features of data. To achieve this, we first construct an initial representation of each data and an initial multiplex. Given the $p$-th base result $\mathcal{C}^{p}$, we first construct the $p$-th representation matrix $\mathbf{Y}^{(p)} \in\{0,1\}^{n \times c_{p}}$, where $c_{p}$ is the number of clusters in the $p$-th base result. If $x_{i}$ belongs to the $q$-th cluster in the $p$-th result, then $Y_{i q}^{(p)}=1$ and otherwise $Y_{i q}^{(p)}=0$. Then, denote $c=\sum_{k=1}^{m} c_{k}$, which is the total number of clusters in all base results. We concatenate $\mathbf{Y}^{(p)}$ 's to obtain the representation of all instances as $\mathbf{Y}^{\prime}=\left[\mathbf{Y}^{(1)}, \mathbf{Y}^{(2)}, \ldots, \mathbf{Y}^{(m)}\right] \in \mathbb{R}^{n \times c}$.

Then, for the $k$-th base result, we construct an initial base graph $\mathcal{G}^{(k)}$ whose adjacency matrix is $\mathbf{W}^{(k)}=\mathbf{Y}^{(k)} \mathbf{Y}^{(k) T}$. We stack $\mathcal{G}^{(1)}, \ldots, \mathcal{G}^{(m)}$ into an initial multiplex $\mathcal{G}$ whose projection graph has the adjacency matrix with $\mathbf{W} \in \mathbb{R}^{m n \times m n}$ which is defined as (2). Notice that the multiplex $\mathcal{G}$ has $m$ layers and the $k$-th layer represents the base graph constructed by the $k$-th base result $\mathbf{Y}^{(k)}$.

Since the projection matrix of the multiplex $\mathcal{G}$ contains $m \times n$ vertices, we need to extend the instance set to match the vertices in the graph. We define the extended instance set as $\tilde{\mathcal{X}}=$ $\left\{x_{1}^{1}, \ldots, x_{n}^{1}, x_{1}^{2}, \ldots, x_{n}^{2}, \ldots, x_{1}^{m}, \ldots, x_{n}^{m}\right\}$, where $x_{i}^{p}$ denotes the instance $x_{i}$ in the $p$-th base result. Since $x_{i}^{1}, x_{i}^{2}, \ldots, x_{i}^{m}$ represent exactly the same instance (i.e., $x_{i}$ ) in the base results, there are inter-layer edges between any two instances $x_{i}^{p}$ and $x_{i}^{q}$ in the multiplex. We can similarly extend $\mathbf{Y}^{\prime}$ by replicating it $m$ times to obtain the representation matrix $\mathbf{Y} \in\{0,1\}^{m n \times c}$ of the extended instance set $\tilde{\mathcal{X}}$ :

$$
\mathbf{Y}=\left[\begin{array}{c:c:c:c}
\mathbf{Y}^{(1)} & \mathbf{Y}^{(2)} & \cdots & \mathbf{Y}^{(m)}  \tag{3}\\
\hdashline \mathbf{Y}^{(1)} & \mathbf{Y}^{(2)} & \cdots & \mathbf{Y}^{(m)} \\
\hdashline \vdots & \vdots & \ddots & \vdots \\
\hdashline \mathbf{Y}^{(1)} & \mathbf{Y}^{(\overline{2})} & \cdots & \mathbf{Y}^{(m)}
\end{array}\right] .
$$

Each column of matrix $\mathbf{Y}$ is the representation of a cluster in all base results w.r.t. all extended instances, and each row of matrix $\mathbf{Y}$ is the representation of an instance in the extended set $\tilde{\mathcal{X}}$ w.r.t. all clusters. Fig. 2 gives an example of an initial multiplex and the initial extended representation of the 3 base clustering results shown in Fig. 1.

Notice that, in the initial multiplex $\mathcal{G}$, since each cluster in a base result forms a complete subgraph, two instances in the same cluster in a base result are indistinguishable. To address this issue, we need to adaptively update $\mathcal{G}$ and $\mathbf{Y}$ to enrich their information. We denote $\mathbf{F} \in \mathbb{R}^{m n \times c}$ and $\mathcal{G}^{\prime}$ as the representation matrix and the multiplex we wish to learn, respectively. We


Fig. 2. Example of the representation matrix $\mathbf{Y}$ and the adjacency matrix of the multiplex $\mathbf{W}$. The three base clustering results are denoted by red, green, and blue font, respectively. In the representation matrix Y, each row denotes a representation of an instance in one layer and each column denotes a representation of a cluster.
initialize $\mathcal{G}^{\prime}=\mathcal{G}$ and $\mathbf{F}=\mathbf{Y}$ first and update $\mathbf{F}$ and $\mathcal{G}^{\prime}$ jointly. Therefore, our schema is an iterative framework. Fig. 3 shows an example of the process in one iteration to handle the first base result. Suppose we need $T$ epochs for updating. In the $t$-th epoch, we update the representation and the base graph corresponding to each base result in turn, i.e., we update $\mathbf{F}_{.1}, \ldots, \mathbf{F}_{. c_{1}}$ and $\mathcal{G}^{\prime}{ }^{(1)}$ first (whose process is illustrated in Fig. 3) which are in the first base result $\mathcal{C}^{1}$, and then update $\mathbf{F}_{.\left(c_{1}+1\right)}, \ldots, \mathbf{F}_{.\left(c_{1}+c_{2}\right)}$ and $\mathcal{G}^{\prime}(2)$ which are in the second base result $\mathcal{C}^{2}$, and so on. At last, we update $\mathbf{F}_{.\left(c-c_{m}+1\right)}, \ldots, \mathbf{F}_{. c}$ and $\mathcal{G}^{\prime}(m)$ which are in the last base result $\mathcal{C}^{m}$. Next, we will introduce how to update the representation and multiplex in more detail.

## B. Update Representation With Multiplex

Now, we consider how to update the representation in the $p$-th base result $\mathcal{C}^{p}$, whose procedure is shown in the blue dashed box in Fig. 3. As introduced before, we update the representation $\mathbf{F}$ column by column. Take the $s$-th cluster in the $p$-th base result as an example. It corresponds to the $\left(r=\sum_{q=1}^{p-1} c_{q}+s\right)$-th column of $\mathbf{F}$. So, here we consider how to update $\mathbf{F}_{. r}$.
$\mathbf{F}_{. r}$ is the representation of the $r$-th cluster. $F_{i r}$ can be seen as a score of $x_{i}$ w.r.t. the $r$-th cluster, which is shown as the number in each vertex in Fig. 3. The larger $F_{i r}$ is, the more likely it is that $x_{i}$ belongs to the $r$-th cluster. Therefore, we can update $\mathbf{F}_{. r}$ via a diffusion model on the multiplex $\mathcal{G}^{\prime}$, which means that we set $\mathbf{Y}_{. r}$ as the initial scores of each vertex and propagate them through the inter-layer and intra-layer edges in the multiplex $\mathcal{G}^{\prime}$ to obtain $\mathbf{F}_{. r}$. Due to the inter-layer edges, the information can be propagated among different base clusterings. Take Fig. 3 as an example. In the first base result, $x_{4}^{1}$ is not in the cluster $\pi_{1}$ and thus its initial score w.r.t. $\pi_{1}$ is 0 . However, in the second base result, $x_{4}^{2}$ and $x_{2}^{2}$ are in the same cluster, and there exists an inter-layer edge between $x_{2}^{2}$ and $x_{2}^{1}$, which is in $\pi_{1}$, and another inter-layer edge between $x_{4}^{1}$ and $x_{4}^{2}$. Then, by some steps of diffusions among these inter-layer and intra-layer edges, $x_{4}^{1}$ will


Fig. 3. Example of updating the representation and multiplex in one iteration, i.e., it handles the clusters $\pi_{1}$ and $\pi_{2}$ of the first base clustering. The number in each vertex is the value of $F_{i r}$ which can be seen as the score of the $i$-th vertex w.r.t. the $r$-th cluster $\pi_{r}$. The blue dotted box shows the process of updating the representation and the red dotted box shows the process of updating the multiplex.
obtain a positive score w.r.t. $\pi_{1}$. Since the diffusion process is on the whole multiplex, it can be seen as an ensemble of the structure information of multiple base results.

In this article, we apply the manifold ranking [34] as the diffusion model. Manifold ranking first assigns an initial score to each vertex, and then propagates the scores in the vertices through the inter-layer and intra-layer edges to make the learned score preserve the manifold structure. More formally, suppose $\mathbf{W}$ is the adjacency matrix of the current projection graph of $\mathcal{G}^{\prime}$, which is defined as (2). Manifold ranking wishes to learn the new representation $\mathbf{F}_{. r}$ by optimizing the following objective function:

$$
\begin{equation*}
\min _{\mathbf{F}_{. r}} \alpha \sum_{i, j=1}^{m n} \frac{W_{i j}}{2}\left(\frac{F_{i r}}{\sqrt{d_{i}}}-\frac{F_{j r}}{\sqrt{d_{j}}}\right)^{2}+(1-\alpha)\left\|\mathbf{F}_{. r}-\mathbf{Y}_{. r}\right\|_{2}^{2} \tag{4}
\end{equation*}
$$

where $d_{i}$ is the sum of the $i$-th row of $\mathbf{W}$, and $0<\alpha<1$ is a hyper-parameter. The second term is a fitting term, which makes the learned $\mathbf{F}_{. r}$ not far away from its prior $\mathbf{Y}_{. r}$. The first term is the propagation term, which makes that if $x_{i}$ and $x_{j}$ are closed in the multiplex, their representation $F_{i r}$ and $F_{j r}$ should also be closed.

Eq. (4) can be rewritten as the following form:

$$
\min _{\mathbf{F}_{. r}} \alpha \mathbf{F}_{. r}^{T}\left(\mathbf{I}-\mathbf{D}^{-1 / 2} \mathbf{W} \mathbf{D}^{-1 / 2}\right) \mathbf{F}_{. r}+(1-\alpha)\left\|\mathbf{F}_{. r}-\mathbf{Y}_{. r}\right\|_{2}^{2}
$$

where $\mathbf{D}$ is a diagonal matrix, whose diagonal element is $D_{i i}=$ $\sum_{j=1}^{m n} W_{i j}$. It has a closed-form solution:

$$
\begin{equation*}
\mathbf{F}_{. r}=(1-\alpha)\left(\mathbf{I}-\alpha \mathbf{D}^{-1 / 2} \mathbf{W} \mathbf{D}^{-1 / 2}\right)^{-1} \mathbf{Y}_{. r} \tag{5}
\end{equation*}
$$

However, (5) needs to compute the inversion of an $m n$-by$m n$ matrix, whose time complexity is $O\left(m^{3} n^{3}\right)$, which is untractable in practice. To address this issue, Zhou et al. [34] provides an iterative method to compute $\mathbf{F}_{. r}$. We first initialize $\mathbf{F}_{. r}$ as the same as the last epoch, and if it is the first epoch, we initialize $\mathbf{F}_{. r}=\mathbf{Y}_{. r}$. Then, we update it by:

$$
\begin{equation*}
\mathbf{F}_{. r}=\alpha \mathbf{D}^{-1 / 2} \mathbf{W D}^{-1 / 2} \mathbf{F}_{. r}+(1-\alpha) \mathbf{Y}_{. r} \tag{6}
\end{equation*}
$$

According to [34], updating $\mathbf{F}_{. r}$ by (6) will converge to the closed-form solution in (5). Although $\mathbf{W}$ is still an $m n$-by- $m n$ matrix, since it is an adjacency matrix of a multiplex, which has a special structure as (2), we can further speed up the matrix multiplication. To see it, we denote $\mathbf{D}^{(k)}$ as a diagonal matrix whose diagonal element $D_{i i}^{(k)}=\left(\sum_{j=1}^{n} W_{i j}^{(k)}+m-1\right)^{-1 / 2}$. It is easy to verify $\mathbf{D}^{-1 / 2}$ consists of $\mathbf{D}^{(1)}, \ldots, \mathbf{D}^{(m)}$. Then, we have

$$
\begin{align*}
& \mathbf{D}^{-1 / 2} \mathbf{W D}^{-1 / 2} \\
& =\left[\begin{array}{cccc}
\mathbf{D}^{(1)} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{D}^{(2)} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{D}^{(m)}
\end{array}\right]\left[\begin{array}{cccc}
\mathbf{W}^{(1)} & \mathbf{I}_{n} & \cdots & \mathbf{I}_{n} \\
\mathbf{I}_{n} & \mathbf{W}^{(2)} & \cdots & \mathbf{I}_{n} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{I}_{n} & \mathbf{I}_{n} & \cdots & \mathbf{W}^{(m)}
\end{array}\right] \\
& *\left[\begin{array}{cccc}
\mathbf{D}^{(1)} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{D}^{(2)} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{D}^{(m)}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
\mathbf{D}^{(1)} \mathbf{W}^{(1)} \mathbf{D}^{(1)} & \mathbf{D}^{(1)} \mathbf{D}^{(2)} & \cdots & \mathbf{D}^{(1)} \mathbf{D}^{(m)} \\
\mathbf{D}^{(2)} \mathbf{D}^{(1)} & \mathbf{D}^{(2)} \mathbf{W}^{(2)} \mathbf{D}^{(2)} & \cdots & \mathbf{D}^{(2)} \mathbf{D}^{(m)} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{D}^{(m)} \mathbf{D}^{(1)} & \mathbf{D}^{(m)} \mathbf{D}^{(2)} & \cdots & \mathbf{D}^{(m)} \mathbf{W}^{(m)} \mathbf{D}^{(m)}
\end{array}\right] \tag{7}
\end{align*}
$$

Denote $\mathbf{F}_{. r}=\left[\mathbf{f}^{(1) T}, \mathbf{f}^{(2) T}, \ldots, \mathbf{f}^{(m) T}\right]^{T}$, where $\mathbf{f}^{(k)} \in \mathbb{R}^{n}$, and $\mathbf{Y}_{. r}=\left[\mathbf{Y}_{. s}^{(p) T}, \mathbf{Y}_{. s}^{(p) T}, \ldots, \mathbf{Y}_{. s}^{(p) T}\right]^{T}$ where $\mathbf{Y}_{. s}^{(p) T} \in \mathbb{R}^{n}$ is the $s$-th column in matrix $\mathbf{Y}^{(p)}$. Taking them back into (6), for any $q=1, \ldots, m$, we have

$$
\begin{align*}
\mathbf{f}^{(q)}= & \alpha \mathbf{D}^{(q)} \mathbf{W}^{(q)} \mathbf{D}^{(q)} \mathbf{f}^{(q)}+\alpha \sum_{l \neq q} \mathbf{D}^{(q)} \mathbf{D}^{(l)} \mathbf{f}^{(l)} \\
& +(1-\alpha) \mathbf{Y}_{. s}^{(p)} \tag{8}
\end{align*}
$$

Therefore, we can update $\mathbf{F}_{. r}$ by using (8) when $q=1$, $\ldots, m$. Notice that, $\mathbf{D}^{(q)}$ 's are diagonal matrices, and $\mathbf{W}^{(q)}$ 's
are often sparse matrices. Therefore, the time complexity may be reduced further. The detailed time complexity analysis is shown in the following subsection.

## C. Update Multiplex With Representation

After updating the representations of clusters in the $p$-th base result, which are $\mathbf{F}_{.\left(\sum_{q=1}^{p-1} c_{q}+1\right)}, \ldots, \mathbf{F}_{.\left(\sum_{q=1}^{p} c_{q}\right)}$, we will update the $p$-th layer of the multiplex.

The updation is quite simple. We first extract the representation matrix $\mathbf{F}^{(p)} \in \mathbb{R}^{n \times c}$ of the instances $\left\{x_{1}^{p}, \ldots, x_{n}^{p}\right\}$ in the $p$-th layer from $\mathbf{F} . \mathbf{F}^{(p)}$ is a submatrix of $\mathbf{F}$, which contains $n$ rows of $\mathbf{F}$ (i.e., from the $(n(p-1)+1)$-th row to the $n p$-th row of $\mathbf{F}$ ). Then, we construct a $k$-nn graph with $\mathbf{F}^{(p)}$. The process is shown in the red dashed box in Fig. 3.

When constructing the $k$-nn graph, we need to compute the similarity between any two vertices. Here we use the cosine similarity as we did when constructing the initial graph. More formally, for data $x_{i}^{p}$ and $x_{j}^{p}$, we extract the representations of these two vertices, which are $\mathbf{F}_{i .}^{(p)}$ and $\mathbf{F}_{j \text {. }}^{(p)}$, respectively. Then, we compute the similarity matrix $\mathbf{S}$ whose $(i, j)$-th element is defined as:

$$
\begin{equation*}
S_{i j}=\frac{\left\langle\mathbf{F}_{i .}^{(p)}, \mathbf{F}_{j .}^{(p)}\right\rangle}{\left\|\mathbf{F}_{i .}^{(p)}\right\|_{2}\left\|\mathbf{F}_{j .}^{(p)}\right\|_{2}}, \tag{9}
\end{equation*}
$$

where $<\cdot, \cdot>$ denotes the inner production of two vectors. Then we update the $p$-th layer of the multiplex as the $k$-nn graph from $\mathbf{S}$, i.e., if $x_{i}^{p}$ is one of the $k$ neighbors of $x_{j}^{p}$ or $x_{j}^{p}$ is one of the $k$ neighbors of $x_{i}^{p}$ according to $\mathbf{S}$, then there is an edge whose weight is $W_{i j}^{(p)}=S_{i j}$ between $x_{i}^{p}$ and $x_{j}^{p}$. Notice that, according to (9), we have $S_{i j} \leq 1$, which means the weights of the intra-layer edges are no larger than the weights of inter-layer edges (which are fixed to 1). It is reasonable. The inter-layer edges link $x_{i}^{p}$ and $x_{i}^{q}$, which are exactly the same instance, and thus they should be stronger than the intra-layer edges, which link two different instances.

## D. Implementation Details and Discussion

We jointly update the representations and the base graphs in the $m$ layers of the multiplex with $T$ epochs. For simplicity, in our implementation, we fix $T=5$. After $T$ epochs, we obtain the final multiplex $\mathcal{G}^{\prime}$, whose adjacency matrices of $m$ layers are $\mathbf{W}^{(1)}, \ldots, \mathbf{W}^{(m)}$. We fix the hyper-parameter $\alpha=0.85$. If the data is a small size data, which means the number of instances is smaller than 1000 , we fix $k=10$ for $k$-nn graph construction, and otherwise, we fix $k=20$. The whole process is summarized in Algorithm 1.

After learning the final multiplex, we can use any multiple graph based clustering ensemble methods with $\mathbf{W}^{(1)}, \ldots, \mathbf{W}^{(m)}$ as inputs to obtain the final clustering result. In this article, since the motivation is to show the importance of base refinement, we just use the most straightforward way to obtain the final clustering result. We compress the multiplex by averaging all layers to obtain a single matrix $\mathbf{W}^{\prime}$ as:

```
Algorithm 1: Clustering Ensemble With Adaptive Multi-
plex.
    Input: Multiple base clustering results \(\mathcal{C}^{1}, \ldots, \mathcal{C}^{m}\),
    number of iterations \(T=5, \alpha=0.85\), number \(k=10\) or
    20 of neighbors in \(k\)-nn graph.
    Output: The final multiplex \(\mathcal{G}^{\prime}\).
    : Obtain \(\mathbf{Y}^{(1)}, \ldots, \mathbf{Y}^{(m)}\) from base results, construct
        the initial representation \(\mathbf{Y}\), and initialize \(\mathbf{F}=\mathbf{Y}\)
        Construct the initial multiplex \(\mathcal{G}\) from
        \(\mathbf{Y}^{(1)}, \ldots, \mathbf{Y}^{(m)}\), and initialize \(\mathcal{G}^{\prime}=\mathcal{G}\).
        for \(t=1, \ldots, T\) do
        for \(p=1, \ldots, m\) do
            Update each column from the \(\left(\sum_{q=1}^{p-1} c_{q}+1\right)\)-th to
            ( \(\sum_{q=1}^{p} c_{q}\) )-th column in \(\mathbf{F}\) by (8) until
            convergence.
            Update the \(p\)-th layer of multiplex by constructing
            the \(k\)-nn graph on the similarity matrix defined in
            (9).
        end for
    end for
```

$\mathbf{W}^{\prime}=\frac{1}{m} \sum_{p=1}^{m} \mathbf{W}^{(p)}$. Then, we run spectral clustering on $\mathbf{W}^{\prime}$ to obtain the final result.

Now, we analyze the space and time complexity of Algorithm 1. Notice that, given a multiplex, we only need to save the $m$ diagonal blocks $\mathbf{W}^{(1)}, \ldots, \mathbf{W}^{(m)}$. Other blocks are all identity matrices which we do not need to save. Therefore, the space complexity of the multiplex is $O\left(m n^{2}\right)$. The space complexity of saving $\mathbf{F}$ and $\mathbf{Y}$ are $O(m n c)$ which is smaller than $O\left(m n^{2}\right)$. To sum up, the whole space complexity is $O\left(m n^{2}\right)$, which is comparable with the multiple graph based methods. Moreover, if the graph in each layer is sparse, the space complexity can be further reduced. For example, if the graph is $k$-nn graph, which means in each row, there are $O(k)$ non-zero elements, the space complexity can be reduced to $O(m n k)$. When updating the representation, we use the manifold ranking, which is an iterative method. Here, we suppose the number of iterations is $t_{1}$, where in our implementation, we fix $t_{1}=20$. In one iteration, we apply (8) to update F. Notice that, in all iterations except the first one, $\mathbf{W}^{(q)}$ is a sparse adjacency matrix of a $k$-nn graph. Therefore, in each row, the number of non-zero elements is $O(k)$. The number of multiplication operation when computing $\mathbf{D}^{(q)} \mathbf{W}^{(q)} \mathbf{D}^{(q)} \mathbf{f}^{(q)}$ is $O(n k)$. In the first iteration, we compute $\mathbf{D}^{(q)} \mathbf{f}^{(q)}$ with $O(n)$ multiplication operations, and notice that $\mathbf{W}^{(q)}$ in the first iteration only contains 0 and 1 , and thus $\mathbf{W}^{(q)} \mathbf{D}^{(q)} \mathbf{f}^{(q)}$ only involves add operations (which are much faster than multiplication operations) without any multiplication operations. The time complexity of computing $\sum_{l \neq q} \mathbf{D}^{(q)} \mathbf{D}^{(l)} \mathbf{f}^{(l)}$ is $O((m-1) n)$. Hence, the time complexity of Line 5 in Algorithm 1 is $O\left(m(n k+m n) t_{1} c\right)$, which is linear with the number of instances. Line 6 is to construct the $k$-nn graph whose time complexity is $O\left(n^{2} c\right)$. Therefore, the whole time complexity is $O\left(m T\left(m(k+m) t_{1} c n+n^{2} c\right)\right)$. In practice, we often have $m, T, t_{1}, k, c \ll n$, and thus the bottleneck of the time complexity is to construct the $k$-nn graph.

TABLE I
Description of the Data Sets

|  | \#instances | \#features | \#classes | Type |
| :---: | :---: | :---: | :---: | :---: |
| 20NG | 3970 | 1000 | 4 | Text |
| AR | 840 | 768 | 120 | Image |
| BBC | 737 | 1000 | 5 | Text |
| HAPT | 10929 | 561 | 12 | Time-Series |
| Hitech | 2301 | 22498 | 6 | Text |
| News4a | 3840 | 4989 | 4 | Text |
| News4b | 3874 | 5652 | 4 | Text |
| ORL | 400 | 1024 | 40 | Image |
| Orlraws | 100 | 10304 | 10 | Image |
| Yale | 165 | 1024 | 15 | Image |

Fortunately, there are several ways to speed up the $k$-nn graph construction, such as kd-tree and locality sensitivity hashing. In the future, we will study how to plug them into our framework to speed up the method.

## IV. EXPERIMENTS

In this section, we compare CEAM with some state-of-the-art clustering ensemble methods on benchmark data sets.

## A. Data Sets

We use 10 data sets, including 20NG [38], AR [39], BBC [40], HAPT [41], Hitech [40], News4a [42], News4b [42], ORL [43], Orlraws, ${ }^{2}$ Yale [44]. The detailed information can be found in Table I.

## B. Experimental Setup

We run kmeans 100 times with random initializations to obtain 100 base results, and then partition them into 10 groups, where each group contains 10 base results. We run clustering ensemble methods on each group and report the average results over the 10 groups. We report $\mathbf{k m}$-avg which is the average result of the base results, and $\mathbf{k m}$-best which is the best result of the base results, as the baselines. Moreover, we compare with the following clustering ensemble methods:

- CSPA [1]: It is a cluster-based similarity partition algorithm, which constructs the similarity with the base results and obtains the consensus result from the similarity.
- HGPA [1]: It is a hypergraph partitioning based algorithm for clustering ensemble.
- MCLA [1]: It is a meta-clustering algorithm for clusterin ensemble which reformulate the clustering ensemble problem to a cluster correspondence problem.
- NMFC [35]: It is a clustering ensemble method with nonnegative matrix factorization.
- LWEA [36]: It is an evidence accumulation method for clustering ensemble with a local weighting strategy.
- LWGP [36]: It is a graph partitioning method for clustering ensemble with a local weighting strategy.
- RSEC [8]: It is a robust spectral clustering method on the co-association matrix.
${ }^{2}$ https://jundongl.github.io/scikit-feature/datasets.html
- DREC [37]: It is a clustering ensemble method with dense representation learning.
- $S C C B G$ [23]: It is a clustering ensemble method with structured bipartite graph learning.
- $\operatorname{SPCE}$ [22]: It is a self-paced clustering ensemble method by multiple graph learning.
- TRCE [10]: It is a tri-level robust multiple graph learning method for clustering ensemble.
- CESHL [5]: It is a clustering ensemble method based on a structured dynamical hypergraph.
For all methods on all data sets, the number of clusters is set as the true number of the classes for a fair comparison. Since the hyper-parameter selection is difficult for unsupervised learning, the hyper-parameters of our method are fixed as introduced in the previous section and we do not tune them in experiments. We use Accuracy (ACC) and Normalized Mutual Information (NMI) to evaluate the performance.


## C. Experimental Results

Tables II and III show the ACC and NMI results of the proposed CEAM and other compared methods. CEAM outperforms the km-avg significantly which shows the effectiveness of the ensemble. Even compared with km-best, CEAM outperforms it on most data sets, whereas many other ensemble methods cannot outperform km-best on many data sets. It shows that although CEAM uses some unreliable base results, these weak results do not mislead CEAM as they do to other methods. The reason may be that CEAM refines the base results by the ensemble, and thus it ensembles the better base results instead of the weak initial ones, which can easily achieve better performance.

When compared with other state-of-the-art clustering ensemble methods, CEAM also achieves better performance on most data sets. Notice that, the ensemble process in CEAM is very simple and straightforward, which is just running spectral clustering on the averaged graph of the refined multiplex. It well demonstrates that the performance gain may mainly come from the base results refinement. Notice that on some data sets, the improvements of our CEAM are limited and on some data sets, such as HAPT, the compared method can even perform better than our CEAM. We think the reason may be that on some data sets the performance improvement caused by our base results refining is limited. According to the ablation study in Table IV, we can see that, although on all data sets our base refining can improve the performance, on some data sets, such as HAPT and AR, the improvement is limited. This may limit the performance of our method because the main part of CEAM is the base refining and our ensemble strategy is quite simple. So, there is another interesting question here why on some data sets the improvement caused by our base refining is large while on some other data sets the improvement is limited? We think it may be related to the quality or diversity of the base results. For example, if all base results are too similar, which means the diversity is low, the base refining process will hardly work, because other base results cannot provide more useful information to refine one base result. On the contrary, if the diversity is high, which means other base results often contain much different

TABLE II
ACC Results on All the Data Sets

|  | 20NG |  | BBC | HAPT | Hitech | News4a | Ne | ORL | O |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -av |  |  |  | $\begin{gathered} 0.49 \\ \pm 0.0 \end{gathered}$ | $0.3$ |  |  |  |  | $\begin{gathered} 0.4670 \\ \pm 0.0083 \end{gathered}$ |
| km-bes | $\begin{gathered} 0.2789 \\ \pm 0.0131 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3471 \\ \pm 0.0069 \end{gathered}$ | $\begin{gathered} 0.4624 \\ \pm 0.0488 \end{gathered}$ | $\begin{gathered} 0.5341 \\ \pm 0.0115 \end{gathered}$ | $\begin{aligned} & 0.3459 \\ & \pm 0.009 \end{aligned}$ | $\begin{gathered} 0.3026 \\ \pm 0.0069 \end{gathered}$ |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  | $\begin{gathered} 0.2564 \\ \pm 0.0022 \end{gathered}$ | $\begin{gathered} 0.3669 \\ \pm 0.0086 \end{gathered}$ | $\begin{gathered} 0.2796 \\ \pm 0.0124 \end{gathered}$ | $\begin{gathered} 0.4001 \\ \pm 0.0338 \end{gathered}$ | $\begin{gathered} 0.2366 \\ \pm 0.0070 \end{gathered}$ | $\begin{gathered} 0.2547 \\ \pm 0.0019 \end{gathered}$ | $\begin{gathered} 0.2572 \\ \pm 0.0030 \end{gathered}$ | $\begin{gathered} 0.5902 \\ \pm 0.0214 \end{gathered}$ | $\begin{gathered} 0.7680 \\ \pm 0.0257 \end{gathered}$ | $\begin{gathered} 0.4945 \\ \pm 0.0216 \end{gathered}$ |
|  | $\begin{gathered} 0.2638 \\ \pm 0.0060 \end{gathered}$ | $\begin{gathered} 0.3207 \\ \pm 0.1099 \end{gathered}$ | $\begin{gathered} 0.3228 \\ \pm 0.0247 \end{gathered}$ | $\begin{gathered} \hline 0.4707 \\ \pm 0.0200 \end{gathered}$ | $\begin{gathered} 0.2841 \\ \pm 0.0064 \end{gathered}$ | $\begin{gathered} 0.2809 \\ \pm 0.0122 \end{gathered}$ | $\begin{gathered} 0.2644 \\ \pm 0.0042 \end{gathered}$ | $\begin{gathered} 0.6090 \\ \pm 0.0279 \end{gathered}$ | $\begin{gathered} \hline 0.7430 \\ \pm 0.0340 \end{gathered}$ | $\begin{aligned} & \hline 0.5297 \\ & \pm 0.0091 \end{aligned}$ |
|  | $\begin{gathered} 0.2767 \\ \pm 0.0148 \end{gathered}$ | $\begin{gathered} 0.3560 \\ \pm 0.0097 \end{gathered}$ | $\begin{gathered} 0.3820 \\ \pm 0.0347 \end{gathered}$ | $\begin{gathered} 0.4832 \\ \pm 0.0355 \end{gathered}$ | $\begin{gathered} 0.3177 \\ \pm 0.0120 \end{gathered}$ | $\begin{gathered} 0.3002 \\ \pm 0.01884 \end{gathered}$ | $\begin{gathered} 0.2592 \\ \pm 0.0071 \end{gathered}$ | $\begin{gathered} 0.5695 \\ \pm 0.0274 \end{gathered}$ | $\begin{gathered} 0.7060 \\ \pm 0.0698 \end{gathered}$ | $\begin{aligned} & \hline 0.5242 \\ & \pm 0.0227 \end{aligned}$ |
|  |  | $\begin{array}{r} 0.3738 \\ \pm 0.006 \end{array}$ |  |  |  |  |  |  |  | $\begin{gathered} 0.5194 \\ \pm 0.0259 \\ \hline \end{gathered}$ |
|  |  | $\begin{array}{r} 0.3702 \\ \pm 0.009 \end{array}$ | $\begin{gathered} 0.4064 \\ \pm 0.0299 \\ \hline \end{gathered}$ | $\begin{gathered} 0.503 \\ \pm 0.01 \end{gathered}$ | $\begin{gathered} 0.3189 \\ \pm 0.0082 \end{gathered}$ | $\begin{gathered} 0.2953 \\ \pm 0.0070 \end{gathered}$ | $\begin{gathered} 0.2552 \\ \pm 0.0007 \\ \hline \end{gathered}$ | $\begin{gathered} 0.6042 \\ \pm 0.0305 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7630 \\ \pm 0.0392 \end{gathered}$ | $\begin{gathered} 0.5467 \\ \pm 0.0200 \end{gathered}$ |
|  | $\begin{gathered} 0.2762 \\ \pm 0.0139 \end{gathered}$ | $\begin{gathered} 0.308 \\ \pm 0.01 \end{gathered}$ | $\begin{gathered} 0.3640 \\ \pm 0.0403 \end{gathered}$ | $\begin{gathered} 0.4623 \\ \pm 0.1064 \end{gathered}$ | $\begin{gathered} 0.3013 \\ \pm 0.0268 \end{gathered}$ | $\begin{gathered} 0.2989 \\ \pm 0.0203 \end{gathered}$ | $\begin{gathered} 0.2598 \\ \pm 0.0067 \end{gathered}$ | $\begin{gathered} 0.4442 \\ \pm 0.0229 \end{gathered}$ | $\begin{gathered} 0.5790 \\ \pm 0.1068 \end{gathered}$ | $\begin{gathered} 0.4024 \\ \pm 0.0391 \end{gathered}$ |
|  | $\begin{gathered} 0.2569 \\ \pm 0.0016 \end{gathered}$ | $\begin{gathered} 0.3637 \\ \pm 0.0119 \end{gathered}$ | $\begin{gathered} 0.4098 \\ \pm 0.0561 \end{gathered}$ | $\begin{gathered} 0.4831 \\ \pm 0.0251 \end{gathered}$ | $\begin{gathered} 0.3234 \\ \pm 0.0088 \end{gathered}$ | $\begin{gathered} 0.2807 \\ \pm 0.0170 \end{gathered}$ | $\begin{gathered} 0.2568 \\ \pm 0.0020 \end{gathered}$ | $\begin{gathered} 0.5973 \\ \pm 0.0206 \end{gathered}$ | $\begin{gathered} 0.7480 \\ \pm 0.0464 \end{gathered}$ | $\begin{gathered} 0.5533 \\ \pm 0.0327 \end{gathered}$ |
|  | $\begin{gathered} 0.2524 \\ \pm 0.0012 \end{gathered}$ | $\begin{gathered} 0.3265 \\ \pm 0.0108 \end{gathered}$ | $\begin{gathered} 0.3864 \\ \pm 0.0189 \end{gathered}$ | $\begin{gathered} 0.4710 \\ \pm 0.0580 \end{gathered}$ | $\begin{gathered} 0.3161 \\ \pm 0.0337 \end{gathered}$ | $\begin{gathered} 0.2726 \\ \pm 0.0009 \end{gathered}$ | $\begin{gathered} 0.2565 \\ \pm 0.0012 \end{gathered}$ | $\begin{gathered} 0.5738 \\ \pm 0.0199 \end{gathered}$ | $\begin{gathered} 0.7210 \\ \pm 0.0524 \end{gathered}$ | $\begin{aligned} & \hline 0.5273 \\ & \pm 0.0350 \end{aligned}$ |
|  | $\begin{gathered} 0.2555 \\ \pm 0.0022 \end{gathered}$ | $\begin{gathered} 0.3438 \\ \pm 0.0070 \end{gathered}$ | $\begin{gathered} 0.3760 \\ \pm 0.0218 \end{gathered}$ | $\begin{gathered} 0.4809 \\ \pm 0.0218 \end{gathered}$ | $\begin{gathered} 0.3126 \\ \pm 0.0242 \end{gathered}$ | $\begin{gathered} 0.2633 \\ \pm 0.0180 \end{gathered}$ | $\begin{gathered} 0.2559 \\ \pm 0.0012 \end{gathered}$ | $\begin{gathered} 0.5710 \\ \pm 0.0212 \end{gathered}$ | $\begin{gathered} 0.7460 \\ \pm 0.0499 \end{gathered}$ | $\begin{aligned} & 0.4806 \\ & \pm 0.0302 \end{aligned}$ |
| TR | $\begin{gathered} 0.2542 \\ \pm 0.0028 \end{gathered}$ | $\begin{gathered} 0.3457 \\ \pm 0.0075 \end{gathered}$ | $\begin{gathered} 0.3991 \\ \pm 0.0283 \end{gathered}$ | $\begin{gathered} 0.5034 \\ \pm 0.0250 \end{gathered}$ | $\begin{gathered} 0.3198 \\ \pm 0.0087 \end{gathered}$ | $\begin{gathered} 0.2761 \\ \pm 0.0221 \end{gathered}$ | $\begin{gathered} 0.2573 \\ \pm 0.0018 \end{gathered}$ | $\begin{gathered} 0.5888 \\ \pm 0.0125 \end{gathered}$ | $\begin{gathered} 0.7560 \\ \pm 0.0207 \end{gathered}$ | $\begin{gathered} \hline 0.5564 \\ \pm 0.0228 \end{gathered}$ |
| CESHL [5] | $\pm 0.0023$ | $\begin{gathered} 0.3592 \\ \pm 0.0103 \\ \hline \end{gathered}$ | $\pm 0.0111$ | $\pm 0.0403$ | $\begin{gathered} 0.3154 \\ \pm 0.0289 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2632 \\ \pm 0.0012 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2569 \\ \pm 0.0010 \\ \hline \end{gathered}$ | $\begin{gathered} 0.5800 \\ \pm 0.0386 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7770 \\ \pm 0.0408 \\ \hline \end{gathered}$ | $\begin{gathered} 0.5200 \\ \pm 0.0482 \\ \hline \end{gathered}$ |
| CEAM | $\pm 0.0207$ | $\pm 0.0081$ | $\pm 0.0766$ | $\pm 0.0485$ | $\pm 0.0253$ | $\pm 0.0261$ | $\pm 0.0637$ | $\pm 0.0208$ | $\pm 0.0245$ | $\pm 0.0326$ |

The best results of methods are in BOLDFACE.

TABLE III
NMI Results on All the Data Sets

| Methods | 20NG | AR | BBC | HAPT | Hitech | News4a | News4b | ORL | Orlraws | Yale |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| km-avg | $\begin{gathered} 0.0098 \\ \pm 0.0013 \end{gathered}$ | $\begin{gathered} 0.6519 \\ \pm 0.0026 \end{gathered}$ | $\begin{gathered} 0.0807 \\ \pm 0.0199 \end{gathered}$ | $\begin{gathered} 0.5464 \\ \pm 0.0049 \end{gathered}$ | $\begin{gathered} 0.0976 \\ \pm 0.0067 \end{gathered}$ | $\begin{gathered} 0.0266 \\ \pm 0.0078 \end{gathered}$ | $\begin{gathered} 0.0066 \\ \pm 0.0007 \end{gathered}$ | $\begin{gathered} 0.7213 \\ \pm 0.0047 \end{gathered}$ | $\begin{gathered} 0.7395 \\ \pm 0.0172 \end{gathered}$ | $\begin{gathered} 0.5138 \\ \pm 0.0084 \end{gathered}$ |
| km-best | $\begin{gathered} 0.0261 \\ \pm 0.0113 \end{gathered}$ | $\begin{gathered} 0.6634 \\ \pm 0.0035 \end{gathered}$ | $\begin{gathered} 0.1774 \\ \pm 0.0514 \end{gathered}$ | $\begin{gathered} 0.5709 \\ \pm 0.0122 \end{gathered}$ | $\begin{gathered} 0.1444 \\ \pm 0.0256 \end{gathered}$ | $\begin{gathered} 0.0477 \\ \pm 0.0077 \end{gathered}$ | $\begin{gathered} 0.0125 \\ \pm 0.0025 \end{gathered}$ | $\begin{gathered} 0.7524 \\ \pm 0.0078 \end{gathered}$ | $\begin{gathered} 0.8157 \\ \pm 0.0224 \end{gathered}$ | $\begin{gathered} 0.5585 \\ \pm 0.0171 \end{gathered}$ |
| CSPA [1] | $\begin{gathered} \hline 0.0245 \\ \pm 0.0220 \end{gathered}$ | $\begin{gathered} \hline 0.7004 \\ \pm 0.0051 \end{gathered}$ | $\begin{gathered} \hline 0.1115 \\ \pm 0.0522 \end{gathered}$ | $\begin{gathered} \hline 0.4715 \\ \pm 0.0114 \end{gathered}$ | $\begin{gathered} \hline 0.1139 \\ \pm 0.0305 \end{gathered}$ | $\begin{gathered} \hline 0.0483 \\ \pm 0.0130 \end{gathered}$ | $\begin{gathered} \hline 0.0227 \\ \pm 0.0062 \end{gathered}$ | $\begin{gathered} \hline 0.7656 \\ \pm 0.0062 \end{gathered}$ | $\begin{gathered} \hline 0.7893 \\ \pm 0.0484 \end{gathered}$ | $\begin{gathered} 0.5612 \\ \pm 0.0185 \end{gathered}$ |
| HGPA [1] | $\begin{gathered} 0.0002 \\ \pm 0.0002 \end{gathered}$ | $\begin{gathered} 0.7004 \\ \pm 0.0043 \end{gathered}$ | $\begin{gathered} 0.0487 \\ \pm 0.0122 \end{gathered}$ | $\begin{gathered} 0.3814 \\ \pm 0.0560 \end{gathered}$ | $\begin{gathered} 0.0311 \\ \pm 0.0063 \end{gathered}$ | $\begin{gathered} 0.0001 \\ \pm 0.0001 \end{gathered}$ | $\begin{gathered} 0.0004 \\ \pm 0.0003 \end{gathered}$ | $\begin{gathered} 0.7741 \\ \pm 0.0102 \end{gathered}$ | $\begin{gathered} 0.8158 \\ \pm 0.0164 \end{gathered}$ | $\begin{gathered} 0.5438 \\ \pm 0.0216 \end{gathered}$ |
| MCLA [1] | $\begin{gathered} 0.0042 \\ \pm 0.0019 \end{gathered}$ | $\begin{gathered} 0.6068 \\ \pm 0.213 \end{gathered}$ | $\begin{gathered} 0.0452 \\ \pm 0.0222 \end{gathered}$ | $\begin{gathered} 0.5239 \\ \pm 0.0116 \end{gathered}$ | $\begin{gathered} 0.0710 \\ \pm 0.0232 \end{gathered}$ | $\begin{gathered} 0.0068 \\ \pm 0.0040 \end{gathered}$ | $\begin{gathered} 0.0023 \\ \pm 0.0007 \end{gathered}$ | $\begin{gathered} 0.7738 \\ \pm 0.0087 \end{gathered}$ | $\begin{gathered} 0.7963 \\ \pm 0.0244 \end{gathered}$ | $\begin{gathered} 0.5540 \\ \pm 0.0097 \end{gathered}$ |
| NMFC [35] | $\begin{gathered} 0.0228 \\ \pm 0.0129 \end{gathered}$ | $\begin{gathered} 0.6841 \\ \pm 0.0038 \end{gathered}$ | $\begin{gathered} 0.1224 \\ \pm 0.0351 \end{gathered}$ | $\begin{gathered} 0.5337 \\ \pm 0.0129 \end{gathered}$ | $\begin{gathered} 0.1227 \\ \pm 0.0285 \end{gathered}$ | $\begin{gathered} 0.0413 \\ \pm 0.0144 \end{gathered}$ | $\begin{gathered} 0.0079 \\ \pm 0.0037 \end{gathered}$ | $\begin{gathered} 0.7630 \\ \pm 0.0110 \end{gathered}$ | $\begin{gathered} 0.7867 \\ \pm 0.0324 \end{gathered}$ | $\begin{gathered} 0.5664 \\ \pm 0.0193 \end{gathered}$ |
| LWEA [36] | $\begin{gathered} 0.0047 \\ \pm 0.0024 \end{gathered}$ | $\begin{gathered} 0.6659 \\ \pm 0.0066 \end{gathered}$ | $\begin{gathered} 0.0579 \\ \pm 0.0326 \end{gathered}$ | $\begin{gathered} 0.5559 \\ \pm 0.0271 \end{gathered}$ | $\begin{gathered} 0.0913 \\ \pm 0.0026 \end{gathered}$ | $\begin{gathered} 0.0143 \\ \pm 0.0157 \end{gathered}$ | $\begin{gathered} 0.0049 \\ \pm 0.0014 \end{gathered}$ | $\begin{gathered} 0.7656 \\ \pm 0.0143 \end{gathered}$ | $\begin{gathered} 0.8171 \\ \pm 0.0310 \end{gathered}$ | $\begin{gathered} 0.5374 \\ \pm 0.0248 \end{gathered}$ |
| LWGP [36] | $\begin{gathered} 0.0116 \\ \pm 0.0064 \end{gathered}$ | $\begin{gathered} 0.6734 \\ \pm 0.0063 \end{gathered}$ | $\begin{gathered} 0.1142 \\ \pm 0.0356 \end{gathered}$ | $\begin{gathered} 0.5461 \\ \pm 0.0085 \end{gathered}$ | $\begin{gathered} 0.1081 \\ \pm 0.0088 \end{gathered}$ | $\begin{gathered} 0.0393 \\ \pm 0.0072 \end{gathered}$ | $\begin{gathered} 0.0064 \\ \pm 0.0014 \end{gathered}$ | $\begin{gathered} 0.7798 \\ \pm 0.0154 \end{gathered}$ | $\begin{gathered} 0.8219 \\ \pm 0.0233 \end{gathered}$ | $\begin{gathered} 0.5672 \\ \pm 0.0164 \end{gathered}$ |
| RSEC [8] | $\begin{gathered} 0.0224 \\ \pm 0.0123 \end{gathered}$ | $\begin{gathered} 0.6058 \\ \pm 0.0130 \end{gathered}$ | $\begin{gathered} 0.0938 \\ \pm 0.0327 \end{gathered}$ | $\begin{gathered} 0.4767 \\ \pm 0.1692 \end{gathered}$ | $\begin{gathered} 0.0995 \\ \pm 0.0480 \end{gathered}$ | $\begin{gathered} 0.0395 \\ \pm 0.0178 \end{gathered}$ | $\begin{gathered} 0.0078 \\ \pm 0.0039 \end{gathered}$ | $\begin{gathered} 0.6564 \\ \pm 0.0237 \end{gathered}$ | $\begin{gathered} 0.6492 \\ \pm 0.0765 \end{gathered}$ | $\begin{gathered} 0.4496 \\ \pm 0.0261 \end{gathered}$ |
| DREC [37] | $\begin{gathered} 0.0088 \\ \pm 0.0024 \end{gathered}$ | $\begin{gathered} 0.6561 \\ \pm 0.0047 \end{gathered}$ | $\begin{gathered} 0.1334 \\ \pm 0.0562 \end{gathered}$ | $\begin{gathered} 0.5393 \\ \pm 0.0075 \end{gathered}$ | $\begin{gathered} 0.1200 \\ \pm 0.0143 \end{gathered}$ | $\begin{gathered} 0.0263 \\ \pm 0.0162 \end{gathered}$ | $\begin{gathered} 0.0053 \\ \pm 0.0011 \end{gathered}$ | $\begin{gathered} 0.7747 \\ \pm 0.0090 \end{gathered}$ | $\begin{gathered} 0.8104 \\ \pm 0.0279 \end{gathered}$ | $\begin{gathered} 0.5742 \\ \pm 0.0196 \end{gathered}$ |
| SCCBG [23] | $\begin{gathered} 0.0032 \\ \pm 0.0018 \end{gathered}$ | $\begin{gathered} 0.5720 \\ \pm 0.0115 \end{gathered}$ | $\begin{gathered} 0.0712 \\ \pm 0.0263 \end{gathered}$ | $\begin{gathered} 0.5578 \\ \pm 0.0419 \end{gathered}$ | $\begin{gathered} 0.0889 \\ \pm 0.0350 \end{gathered}$ | $\begin{gathered} 0.0233 \\ \pm 0.0008 \end{gathered}$ | $\begin{gathered} 0.0222 \\ \pm 0.0010 \end{gathered}$ | $\begin{gathered} 0.7441 \\ \pm 0.0163 \end{gathered}$ | $\begin{gathered} 0.7736 \\ \pm 0.0383 \end{gathered}$ | $\begin{gathered} 0.5435 \\ \pm 0.0281 \end{gathered}$ |
| SPCE [22] | $\begin{gathered} 0.0072 \\ \pm 0.0030 \end{gathered}$ | $\begin{gathered} \mathbf{0 . 7 2 9 4} \\ \pm 0.0025 \end{gathered}$ | $\begin{gathered} 0.0302 \\ \pm 0.0293 \end{gathered}$ | $\begin{gathered} 0.5560 \\ \pm 0.0293 \end{gathered}$ | $\begin{gathered} 0.0820 \\ \pm 0.0205 \end{gathered}$ | $\begin{gathered} 0.0106 \\ \pm 0.0171 \end{gathered}$ | $\begin{gathered} 0.0032 \\ \pm 0.0018 \end{gathered}$ | $\begin{gathered} 0.7728 \\ \pm 0.0069 \end{gathered}$ | $\begin{gathered} 0.8045 \\ \pm 0.0400 \end{gathered}$ | $\begin{gathered} 0.5758 \\ \pm 0.0116 \end{gathered}$ |
| TRCE [10] | $\begin{gathered} 0.0044 \\ \pm 0.0040 \end{gathered}$ | $\begin{gathered} 0.6120 \\ \pm 0.0137 \end{gathered}$ | $\begin{gathered} 0.0915 \\ \pm 0.0340 \end{gathered}$ | $\begin{gathered} 0.5471 \\ \pm 0.0132 \end{gathered}$ | $\begin{gathered} 0.0921 \\ \pm 0.0110 \end{gathered}$ | $\begin{gathered} 0.0214 \\ \pm 0.0197 \end{gathered}$ | $\begin{gathered} 0.0036 \\ \pm 0.0020 \end{gathered}$ | $\begin{gathered} 0.7599 \\ \pm 0.0080 \end{gathered}$ | $\begin{gathered} 0.8053 \\ \pm 0.0161 \end{gathered}$ | $\begin{gathered} 0.5720 \\ \pm 0.0102 \end{gathered}$ |
| CESHL [5] | $\begin{gathered} 0.0059 \\ \pm 0.0034 \end{gathered}$ | $\begin{gathered} 0.5856 \\ \pm 0.0197 \end{gathered}$ | $\begin{gathered} 0.0161 \\ \pm 0.0210 \end{gathered}$ | $\begin{gathered} 0.5649 \\ \pm 0.0326 \end{gathered}$ | $\begin{gathered} 0.0612 \\ \pm 0.0324 \end{gathered}$ | $\begin{gathered} 0.0095 \\ \pm 0.0010 \end{gathered}$ | $\begin{gathered} 0.0040 \\ \pm 0.0013 \end{gathered}$ | $\begin{gathered} 0.7613 \\ \pm 0.0201 \end{gathered}$ | $\begin{gathered} 0.8181 \\ \pm 0.0323 \end{gathered}$ | $\begin{gathered} 0.5450 \\ \pm 0.0363 \end{gathered}$ |
| CEAM | $\begin{gathered} \hline \mathbf{0 . 2 2 9 4} \\ \pm 0.0494 \end{gathered}$ | $\begin{gathered} \hline 0.7006 \\ \pm 0.0052 \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 8 6 1} \\ \pm 0.0697 \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 5 6 6 5} \\ \pm 0.0304 \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 2 5 7 9} \\ \pm 0.0284 \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 2 3 9 9} \\ \pm 0.0280 \end{gathered}$ | $\begin{gathered} \mathbf{0 . 2 7 0 3} \\ \pm 0.0899 \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 7 8 9 9} \\ \pm 0.0091 \end{gathered}$ | $\begin{gathered} \mathbf{0 . 8 2 9 5} \\ \pm 0.0160 \end{gathered}$ | $\begin{gathered} 0.5884 \\ \pm 0.0192 \end{gathered}$ |

The best results of methods are in BOLDFACE.

TABLE IV
Ablation Study

| Methods | Metric | 20NG | AR | BBC | HAPT | Hitech | News4a | News4b | ORL | Orlraws |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| w.o. | ACC | 0.2753 | 0.3701 | 0.4038 | 0.4953 | 0.3159 | 0.3152 | 0.2631 | 0.6085 | 0.7620 |
|  |  | $\pm 0.0148$ | $\pm 0.0137$ | $\pm 0.0667$ | $\pm 0.0198$ | $\pm 0.0163$ | $\pm 0.0194$ | $\pm 0.0075$ | $\pm 0.0093$ | $\pm 0.0476$ |
| multiplex | NMI | 0.0218 | 0.6829 | 0.1747 | 0.5352 | 0.1530 | 0.0565 | 0.0128 | 0.7792 | 0.8087 |
|  |  | $\pm 0.0118$ | $\pm 0.0062$ | $\pm 0.0670$ | $\pm 0.0164$ | $\pm 0.0274$ | $\pm 0.0208$ | $\pm 0.0038$ | $\pm 0.0042$ | $\pm 0.0308$ |
| w.o. | ACC | 0.2797 | 0.3849 | 0.3788 | 0.4570 | 0.3489 | 0.3329 | 0.2990 | 0.6198 | 0.7690 |
| updating |  | $\pm 0.0108$ | $\pm 0.0122$ | $\pm 0.0232$ | $\pm 0.0310$ | $\pm 0.0293$ | $\pm 0.0167$ | $\pm 0.0401$ | $\pm 0.0153$ | $\pm 0.0285$ |
| multiplex | NMI | 0.0280 | 0.6982 | 0.1308 | 0.5234 | 0.2182 | 0.0676 | 0.0604 | 0.7865 | 0.8124 |
|  |  | $\pm 0.0128$ | $\pm 0.0069$ | $\pm 0.0541$ | $\pm 0.0181$ | $\pm 0.0468$ | $\pm 0.0228$ | $\pm 0.0237$ | $\pm 0.0071$ | $\pm 0.0188$ |
|  | ACC | $\mathbf{0 . 4 3 3 0}$ | $\mathbf{0 . 3 8 6 1}$ | $\mathbf{0 . 4 1 2 5}$ | $\mathbf{0 . 5 0 5 7}$ | $\mathbf{0 . 4 4 2 5}$ | $\mathbf{0 . 4 4 8 5}$ | $\mathbf{0 . 4 3 6 0}$ | $\mathbf{0 . 6 3 0 7}$ | $\mathbf{0 . 7 8 7 0}$ |
| CEAM |  | $\pm 0.0207$ | $\pm 0.0081$ | $\pm 0.0766$ | $\pm 0.0485$ | $\pm 0.0253$ | $\pm 0.0261$ | $\pm 0.0637$ | $\pm 0.0208$ | $\pm 0.0245$ |
|  | NMI | $\mathbf{0 . 2 2 9 4}$ | $\mathbf{0 . 7 0 0 6}$ | $\mathbf{0 . 1 8 6 1}$ | $\mathbf{0 . 5 6 6 5}$ | $\mathbf{0 . 2 5 7 9}$ | $\mathbf{0 . 2 3 9 9}$ | $\mathbf{0 . 2 7 0 3}$ | $\mathbf{0 . 7 8 9 9}$ | $\mathbf{0 . 8 2 9 5}$ |
|  |  | $\pm 0.0494$ | $\pm 0.0052$ | $\pm 0.0697$ | $\pm 0.0304$ | $\pm 0.0284$ | $\pm 0.0280$ | $\pm 0.0899$ | $\pm 0.0091$ | $\pm 0.0160$ |

"wo. multiplex" represents the results without the multiplex. "w.o. updating multiplex" represents the results with multiplex but without updating the multiplex. CEAM is our original method. The best results of methods are in BOLDFACE.


Fig. 4. ACC of each base result (before updating multiplex (blue bars) v.s. after updating multiplex (red bars)).
information which may have a large chance to improve one base result.

To verify it, given any two base results, we compute the NMI between these two base results. If the NMI is high, it means that the two base results are similar and thus the diversity is low. On the contrary, if the NMI is low, which means these two base results are dissimilar, the diversity between them is high. We compute the average NMI between all these base result pairs to evaluate the overall diversity of the base results. On some data sets with large improvements, such as 20NG and News4a, we obtain the average NMI of 0.4444 and 0.3612 , respectively. However, on some data sets with limited improvements, such as HAPT and ORL, we obtain the average NMI of 0.7778 and 0.7490 , which are relatively higher. Therefore, given the base results with large diversity, our method can improve more remarkably.

To further show the effectiveness of updating the multiplex, we show the comparison of the 10 base results before and after updating the multiplex in Fig. 4. Fig. 4 shows ACC on 20NG, News4b, ORL, and Yale, and the other results are similar. The blue bars represent the ACC of the initial base result before updating, and the red ones represent the ACC of each base result
after updating. Fig. 4 clearly shows that the multiplex updation indeed improves the quality of base results, which demonstrates our motivation. Moreover, on 20NG data set, the improvements in base results are more remarkable, which also demonstrates the previous discussion.

## D. Ablation Study

In this subsection, we conduct some ablation studies to show the effects of the multiplex and multiplex updation. In more detail, we compare our method with two degenerated versions of CEAM. The first is the one without the multiplex, which is denoted as w.o. multiplex. It does not construct the multiplex and does not learn the representation. It directly runs spectral clustering on the averaged graph. The second is the one that uses the multiplex but does not update it, which is denoted as w.o. updating multiplex. It constructs the initial multiplex, learns the representation on the multiplex, and at last obtains the consensus clustering result from the representation without updating the multiplex. The results are shown in Table IV.

From Table IV, we can see that, on most data sets, the version using multiplex performs better than the version without multiplex, which shows the effectiveness of the multiplex. Moreover, when comparing CEAM with the one without updating the multiplex, we can find that if we update the multiplex, the performance can further be improved. It well demonstrates the motivation of refining base results.

## E. Effects of Base Results Refining

As claimed in Section Introduction, our base results refining method can be followed by any multiple graph based methods. To further show the effects of the base results refining, we run SPCE [22], which is a multiple graph based clustering ensemble, with the original graphs and with the refined graphs for comparison. The results are shown in Table V. SPCE w.o. refining denotes the SPCE with original base graphs as inputs and SPCE w. refining denotes the SPCE with the refined graphs obtained by our method as inputs. From Table V, we can find that the refined graphs can indeed improve the performance of SPCE. Even on some data sets, e.g. 20NG and News4a, the improvements are also large. It well demonstrates the superiority of the multiplex refining in our method.

TABLE V
Results of SPCE With and Without the Refined Base Results

| Methods | Metric | 20NG | AR | BBC | HAPT | Hitech | News4a | News4b | ORL | Orlraws | Yale |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPCE w.o. | ACC | 0.2555 | 0.3438 | 0.3760 | 0.4809 | 0.3126 | 0.2633 | 0.2559 | 0.5710 | 0.7460 | 0.4806 |
|  |  | $\pm 0.0022$ | $\pm 0.0070$ | $\pm 0.0218$ | $\pm 0.0218$ | $\pm 0.0242$ | $\pm 0.0180$ | $\pm 0.0012$ | $\pm 0.0212$ | $\pm 0.0499$ | $\pm 0.0302$ |
| refining | NMI | 0.0072 | 0.7294 | 0.0302 | 0.5560 | 0.0820 | 0.0106 | 0.0032 | 0.7728 | 0.8045 | 0.5758 |
|  |  | $\pm 0.0030$ | $\pm 0.0025$ | $\pm 0.0293$ | $\pm 0.0293$ | $\pm 0.0205$ | $\pm 0.0171$ | $\pm 0.0018$ | $\pm 0.0069$ | $\pm 0.0400$ | $\pm 0.0116$ |
| SPCE w. | ACC | $\mathbf{0 . 4 5 4 5}$ | $\mathbf{0 . 3 5 1 1}$ | $\mathbf{0 . 4 5 1 8}$ | $\mathbf{0 . 4 8 6 3}$ | $\mathbf{0 . 4 1 8 6}$ | $\mathbf{0 . 4 6 7 3}$ | $\mathbf{0 . 4 6 7 8}$ | $\mathbf{0 . 5 9 6 3}$ | $\mathbf{0 . 7 6 5 0}$ | $\mathbf{0 . 5 2 2 4}$ |
|  |  | $\pm 0.0134$ | $\pm 0.0089$ | $\pm 0.0716$ | $\pm 0.0426$ | $\pm 0.0284$ | $\pm 0.0105$ | $\pm 0.0090$ | $\pm 0.0232$ | $\pm 0.0389$ | $\pm 0.0225$ |
| refining | NMI | $\mathbf{0 . 2 4 5 5}$ | $\mathbf{0 . 7 3 5 5}$ | $\mathbf{0 . 2 5 5 0}$ | $\mathbf{0 . 7 3 5 5}$ | $\mathbf{0 . 2 6 4 0}$ | $\mathbf{0 . 2 4 3 0}$ | $\mathbf{0 . 3 1 2 4}$ | $\mathbf{0 . 7 9 0 5}$ | $\mathbf{0 . 8 1 1 3}$ | $\mathbf{0 . 5 9 3 1}$ |
|  |  | $\pm 0.0441$ | $\pm 0.0023$ | $\pm 0.0209$ | $\pm 0.0023$ | $\pm 0.0125$ | $\pm 0.0206$ | $\pm 0.0192$ | $\pm 0.0056$ | $\pm 0.0236$ | $\pm 0.0122$ |

"SPCE w.o. Refining" denotes the SPCE with original base graphs as inputs. "SPCE w. Refining" denotes the SPCE with the refined graphs obtained by our method as inputs. The best results of methods are in BOLDFACE.


Fig. 5. Running time (Sec.) of all methods on all data sets.

## F. Effects of Numbers of Iterations

In our method, we fix the numbers of iterations with $T=5$. In this subsection, we show the ACC performance with different numbers of iterations $T$. The results on AR, News4a, News4b, and Yale are shown in Fig. 6. The results on other data sets are similar. From 6, we can see that, our method can achieve relatively good results when $T=5$. Although on some data sets more iterations can lead to better results, more iterations also increase the running time. By considering the trade-off of effectiveness and efficiency, we choose $T=5$ for our method.

## G. Efficiency Experiments

We show the running time of all methods on all data sets in
Fig. 6. From Fig. 6, we can see that CEAM is faster than recent
graph based methods, such as RSEC, SPCE, and SCCBG, on most data sets. Especially on the largest data set HAPT, CEAM needs 349 s and RSEC needs 14883 s. CEAM is about 42 times faster than RSEC. It demonstrates the efficiency of CEAM among the graph based clustering ensemble methods.

## H. Hyper-Parameter Study

Although in our experiments, we fix the hyper-parameters $\alpha$ and $k$, in this subsection, we still show the sensitivity of these hyper-parameters. Since $\alpha$ is suggested to be set large in previous study [34], [45], we show $\alpha$ in the set $\{0.5,0.55, \ldots, 0.95\}$. We show the $k$-nn parameter $k$ in the set $\{10,20,30,40\}$. The results on AR and ORL are shown in Fig. 5. Results on other data sets are similar. From Fig. 5, we can see that CEAM is insensitive w.r.t. $\alpha$ and $k$ in the given range. Therefore, we do not need to


Fig. 6. ACC results w.r.t. different numbers of iterations on AR, News4a, News4b, and YAle.


Fig. 7. ACC and NMI w.r.t. different $\alpha$ and $k$ on AR and ORL.
tune $k$ and $\alpha$ in the experiments. Notice that, sometimes, the performance decreases when $\alpha$ is very large, e.g. when $\alpha=$ 0.95 . The reason is that, if $\alpha$ is too large, which means the term $\left\|\mathbf{F}_{. r}-\mathbf{Y}_{. r}\right\|_{2}^{2}$ hardly works, and we almost only optimize the first term $\sum_{i, j=1}^{m n} \frac{W_{i j}}{2}\left(\frac{F_{i r}}{\sqrt{d_{i}}}-\frac{F_{j r}}{\sqrt{d_{j}}}\right)^{2}$, which is prone to obtain a trivial solution that all elements in $\mathbf{F}_{. r}$ are the same and cause the over-smoothing problem.

## V. CONCLUSION

This article proposed a simple yet effective clustering ensemble method via adaptive multiplex. Different from conventional methods, which focus on how to do the ensemble, this article presented an alternative idea, which applied the ensemble to refine the base results. We constructed the initial multiplex and representations from the base results, and then simultaneously updated them to make the ensemble and refinement boost each
other. At last, we obtained the final consensus clustering result directly from the refined multiplex. Extensive experiments shew that the proposed method outperformed the state-of-the-art clustering ensemble methods, which revealed its effectiveness and superiority.

Although the proposed method achieves good performance, there still exist some limitations. One is the high space complexity of the multiplex, which limits more complicated operations on the multiplex. In our method, we apply the sparse matrix to alleviate this limitation. In the future, we will explore some more sophisticated methods which can further reduce the space and time complexity and try to apply this method to some large-scale data. Moreover, the experimental results show that on some data sets the performance improvement of our base refining is limited. In the future, we will further study the reason and solution of this problem.
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